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Abstract

The motivation for this work comes from our recent paper introducing restricted
multiplicative merging. In order to carry out there the scaling limit analysis, we
needed an estimate of the fourth moment of the l2 norm of multiplicative coalescents
at any given time. In this paper, we prove existence of all the moments via a new
argument, and in the process we obtain a number of related results which could be of
general interest to our community. Our techniques are in part inspired by percolation,
and in part are based on tools from stochastic analysis, notably the semi-martingale
and the excursion theory.

Keywords. Multiplicative coalescent, random graph, excursion, Lévy process, mo-
ment estimates

1 Preliminaries
The main motivation for this work comes from our recent paper [KL21], where restricted
multiplicative merging (RMM) was introduced as an important tool for studying novel
scaling limits of stochastic block models. While some of the notation and concepts from
the just mentioned article will be initially recalled, this paper is self-contained (in partic-
ular, it does not require familiarity with [KL21]).

Here we mostly rely on the notation from [Ald97, AL98]. In particular, l2× is a sub-
set of l2 composed of infinite vectors with non-negative components in non-increasing
order, and if x is a vector in l2 or l2×, then }x} is its l2-norm. We reserve the notation
X :� pXptq, t ¥ 0q for any multiplicative coalescent process, where its initial state will
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be clear from the context. It is a Markov process on l2× and satisfies a Feller property
[Ald97]. Recall that Xptq � pX1ptq, X2ptq, . . .q, where Xjptq is the size of the jth largest
component at time t. We also denote by pX�ptq, t P Rq the standard Aldous’ multiplica-
tive coalescent. This and other “eternal coalescents” are in fact entrance laws, rather than
Markov processes, as they satisfy limtÑ�8

°
jpXjptqq2 Ñ 0.

If n P N then rns � t1, 2, . . . , nu. Here and below the symbol A denotes an upper-
triangular matrix (or equivalently, a two-parameter family) of i.i.d. exponential (rate 1)
random variables. While the restricted merging (relation R) was typically non-trivial
in [KL21], in the present setting we only use the so-called ”maximal relation R�”. In
other words, there is no restriction on the multiplicative merging, so the family of evolv-
ing random graphs denoted by pGtpx;A, R�qqt,x in [KL21] is equal in law to the family
of non-uniform random graphs from [Ald97, AL98], also called inhomogenous random
graphs, or rank-1 model in more recent literature [BJR07, BvdHvL10, BvdHvL12]. This
family of evolving random graphs is a direct continuous-time analogue of Erdős-Rényi-
Stepanov model. In this general setting there could be (countably) infinitely many parti-
cles in the configuration, and the particle masses are arbitrary positive (square-summable)
reals.

We therefore omit R� from future notation, and frequently we will omit A as well. Let
us now fix x P l2 and t ¡ 0, and describe a somewhat different construction from that
in [KL21]. Set N2

  :� tpi, jq : i   j, i, j P Nu and

Ω0 � t0, 1uN2
  .

We also define the product σ-field F0 � 2Ω
0 and the product measure

P0
x,t �

â
i j

Pi,j,

where Pi,j is the law of a Bernoulli random variable with success probability Pi,jt1u �
P tAi,j ¤ xixjtu. If i ¡ j we set ωi,j :� ωj,i, and we also set ωi,i :� 1 for all i P
N. Elementary events from Ω0 will specify a family of open edges in Gtpx;Aq. More
precisely, given ω � pωi,jqi j P Ω0, a pair of vertices ti, ju is connected in Gtpx;Aqpωq
by an edge if and only if ωi,j � 1. In other words, P0

x,t is an “inhomogeneous percolation
process on the complete infinite graph pN, tti, ju : i, j P Nuq” (we include the loops
connecting each i to itself on purpose). It should be clear (though not important for the
sequel) that the law of thus obtained random graph Gtpx;Aq is the same (modulo loops
ti, iu) as the law of Gtpx;A, R�q constructed in [KL21].
For two i, j P N we write ti Ø ju � tti, ju is an edge of Gtpx;Aqu and we may also
write it as tti, ju is openu. We also write ti � ju for the event that i and j belong to the
same connected component of the graph Gtpx;Aq. Then we have, ω-by-ω, that i � j if
and only if there exists a finite path of edges

i � i0 Ø i1 Ø � � � Ø il � j.

As already argued, we can write

P pi � jq � P0
x,t pi � jq , (1.1)
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where pΩ,F ,Pq is the underlying probability space andGtpx;Aq is the above constructed
random graph with vertices N and edges tti, ju P N2 : iØ ju.

Our argument partly relies on disjoint occurrence. We follow the notation from [AGH18],
since they work on infinite product spaces. We will use an analog of the van den Berg-
Kesten inequality [vdBK85], and also recall that the theorem cited from [AGH18] is an
analog of Reimer’s theorem [Rei00]. Given a finite family of events Ak, k P rns, from F0

we define the event
nü
k�1

Ak � tAk, k P rns, jointly occur for disjoint reasonsu.

Readers familiar with percolation can skip the next paragraph and continue reading either
at the statement of Lemma 1.1 or the start at Section 2.

Let for ω P Ω0 and K � N2
 

CylpK,ωq :� tω̄ : ω̄i,j � ωi,j, pi, jq P Ku .
be the thin cylinder specified through K. Then the event

rAsK :� tω : CylpK,ωq � Au
is the largest cylinder set contained in A, such that it is free in the directions indexed by
Kc. Define

nü
k�1

Ak � A1l . . .lAn :�
¤

J1,...,Jn

rA1sJ1 X � � � X rAnsJn ,

where the union is taken over finite disjoint subsets Jk, k P rns, of N2
 .

Let ik, jk P N and ik �� jk, k P rns. Then we have clearly

nü
k�1

tik � jku �
 
ik � jk, k P rns, via mutually disjoint paths

(
.

The following lemma follows directly from Theorem 11 [AGH18], but since the events
in question are simple (and monotone increasing in t) this could be derived directly in a
manner analogous to [vdBK85].

Lemma 1.1. For any ik, jk P N and ik �� jk, k P rns, we have

P0
x,t

�
nü
k�1

tik � jku
�
¤

n¹
k�1

P pik � jkq .

A word on notation. We shall denote by Λn the set of all bijections σ : rns Ñ rns.
The symmetric group is typically denoted by letter S, however following the multipli-
cative coalescent tradition, this symbol is already reserved here for the (infinite) sum of
squared component masses process.
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The paper is organized as follows. Theorem 3.1, stated and proved in Section 3.1, is
the central result of the paper. Section 2 contains some general estimates, upper bounds
for the probabilities of inter-connections, which could be of independent interest. Section
4 is the study of finiteness of the second moment of }Xp�q} in the setting where X is
any extreme eternal multiplicative coalescent. Due to the well-known correspondence be-
tween these entrance laws and excursion lengths of a certain class of Lévy-type processes,
these novel results are also stated in the excursion context.

2 Some auxiliary statements
We work on pΩ,F ,Pq and with the random graph constructed in (1.1). Let us recall the
following easy lemma, known already to Aldous and Limic (see p. 46 in [AL98] or ex-
pression (2.2) on p. 10 in [Lim98], or for example [KL21] for details).

Lemma 2.1. For every x � pxkqk¥1 P l2, t P p0, 1{}x}2q and i �� j

P pi � jq ¤ xixjt

1� t}x}2 .

The goal of this section is to obtain analogous estimates for the probability of connec-
tion for n-tuples of vertices.

Proposition 2.2. For every n P N there exists a constant Cn such that for every x �
pxkqk¥1 P l2 and t P p0, 1{}x}2q

P pi1 � i2 � � � � � inq ¤ Cn
xi1xi2 . . . xint

n{2

p1� t}x}2q2n�3 (2.1)

where ik, k P rns, is an arbitrary collection of n distinct indices (natural numbers).

Proof. Let i1, . . . , in be distinct natural numbers. We will consider ti1 � � � � � inu as an
event on the probability space pΩ0,F0,P0

x,tq (see also (1.1)). We remark that ti1 � � � � � inu
happens if and only if there exists a minimal spanning tree containing the vertices i1, . . . , in.
More precisely, the event ti1 � � � � � inu coincides with the event that there exists a con-
nected (random) graph Gi1,...,in � Gtpx;Aq without cycles, such that tik : k P rnsu
is contained in its vertices, furthermore the leaves of Gi1,...,in are WLOG contained in
tik : k P rnsu and a deletion of any interior (non-leaf) vertex j R tik : k P rnsu together
with the corresponding incident edges would make Gi1,...,in a disconnected graph (in this
case a forest). In the rest of this argument we shall write j P Gi1,...,ik to mean that j is a
vertex ofGi1,...,in . Minimal spanning trees may not be unique, but here we only care about
existence.

We will prove the proposition using mathematical induction. Inequality (2.1) for n � 2
is the statement of Lemma 2.1. The induction hypothesis is (2.1) for all n � 2, . . . , N and
the step is to prove the same for n � N � 1.
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Now note that on the event that Gi1,...,iN�1
exists, it must be that either iN�1 is one of

its leaves or it is one of its interior vertices. Setting Ñ :� NztiN�1u, we can therefore
estimate

P0
x,t

�
i1 � � � � � iN�1

� � P0
x,t

�DGi1,...,iN�1

�
(2.2)

¤ P0
x,t

�
�¤
jPÑ

tiN�1 � jul tDGi1,...,iN Q juu
�


� P0
x,t

�
� ¤
σPΛN

¤
lPrN�1s

 DGiσp1q,...,iσplq,iN�1

(
l
 DGiσpl�1q,...,iσpNq,iN�1

(�
¤

¸
jPÑ

P0
x,t ptiN�1 � jul tDGi1,...,iN Q juuq

�
¸
σPΛN

N�1̧

l�1

P0
x,t

� DGiσp1q,...,iσplq,iN�1

(
l
 DGiσpl�1q,...,iσpNq,iN�1

(�
. (2.3)

iN+1

Gi1,...,iN

i1

j

i2

iN

i3iN−1

i4

i7

iN−2

i6

iN+1
Gi1,i3,...,iN ,iN+1

i1

i2

i3

iN
iN−3

i4
i5

Gi2,i5,...,iN−3,iN+1

Figure 1: This illustrates the cases iN�1 is a leaf (on the left), and iN�1 is an interior vertex
(on the right)

We next estimate each term on the right hand side of (2.3), starting with the terms at
the end, and then moving onto the terms in the second to last line. Due to Lemma 1.1 and
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the induction hypothesis, one has

P0
x,t

� DGiσp1q,...,iσplq,iN�1

(
l
 DGiσpl�1q,...,iσpNq,iN�1

( �
¤ P0

x,t

�DGiσp1q,...,iσplq,iN�1

�
P0
x,t

�DGiσpl�1q,...,iσpNq,iN�1

� �
� P0

x,t

�
iσp1q � � � � � iσplq � iN�1

�
P0
x,t

�
iσpl�1q � � � � � iσpNq � iN�1

�
¤ Cl�1

xiσp1q . . . xiσplqxiN�1
t
l�1
2

p1� t}x}2q2pl�1q�3
� CN�l�1

xiσpl�1q
. . . xiσpNq

xiN�1
t
N�l�1

2

p1� t}x}2q2pN�l�1q�3

� Cl�1CN�l�1

xi1 . . . xiN�1
t
N�1

2

p1� t}x}2q2N�2
� xiN�1

t
1
2

¤ Cl�1CN�l�1

xi1 . . . xiN�1
t
N�1

2

p1� t}x}2q2N�1
, (2.4)

where in the final step we used the facts that t
1
2xiN�1

¤ t
1
2 }x}   1 and 1� t}x}2 ¤ 1.

Now let us denote I � IN :� ti1, . . . , iNu and let Ic � ÑzI . Let us first assume that
j P I . Then, similarly to the just made computation, we have

P0
x,t

� tiN�1 � jul tDGi1,...,iN Q ju � � P0
x,t ptiN�1 � jul tDGi1,...,iN uq

¤ P0
x,t piN�1 � jqP0

x,t pDGi1,...,iN q
� P0

x,t piN�1 � jqP0
x,t pi1 � � � � � iNq

¤ xiN�1
xjt

1� t}x}2 � CN
xi1 . . . xiN t

N
2

p1� t}x}2q2N�3
¤ CN

xi1 . . . xiN�1
t
N�1

2

p1� t}x}2q2N�1
, (2.5)

where we used again the estimates xjt1{2   1 and 1 � t}x}2 ¤ 1. Next, let us as-
sume that j P Ic. Then j is necessarily an interior vertex of the minimal spanning tree
Gi1,...iN . In particular, Gi1,...iN is a union of two minimal spanning trees Giσp1q,...,iσplq,j and
Giσpl�1q,...,iσpNq,j , for some σ P ΛN and l P rN�1s, which have disjoint edge sets, and their
only vertex in common is j. Therefore, using the induction hypothesis and Lemma 1.1,
we can estimate¸
jPIc

P0
x,t ptiN�1 � jul tDGi1,...,iN Q juq ¤

¸
jPIc

P0
x,t piN�1 � jqP0

x,t pDGi1,...,iN Q jq

¤
¸
jPIc

¸
σPΛN

N�1̧

l�1

P0
x,t piN�1 � jqP0

x,t

� DGiσp1q,...,iσplq,j

(
l
 DGiσpl�1q,...,iσpNq,j

(�

¤
¸
jPIc

¸
σPΛN

N�1̧

l�1

P0
x,t piN�1 � jqP0

x,t

�DGiσp1q,...,iσplq,j

�
P0
x,t

�DGiσpl�1q,...,iσpNq,j

�
.
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iN+1

Gi1,...,iN

i1

j

i2

iN

i3iN−1

i4

i7

iN−2

i6

iN+1

Gi1,...,iN ,j

i1

j

i2

iN

i3iN−1

i4

i7

iN−2

i6

Gi3,...,iN−2,j

Figure 2: This figure illustrates the cases j P I (to the left) and j P Ic (to the right).

We can now use the induction hypothesis to bound the right hand side of the last
expression by

¸
jPIc

¸
σPΛN

N�1̧

l�1

xiN�1
xjt

1� t}x}2 � Cl�1

xiσp1q . . . xiσplqxjt
l�1
2

p1� t}x}2q2pl�1q�3
� CN�l�1

xiσpl�1q
. . . xiNxjt

N�l�1
2

p1� t}x}2q2pN�l�1q�3

�
¸
σPΛN

n�1̧

l�1

Cl�1CN�l�1

xi1 . . . xiN�1
t
N�4

2

p1� t}x}2q2N�1

�¸
jPIc

x3j

�

¤ N !
N�1̧

l�1

Cl�1CN�l�1

xi1 . . . xiN�1
t
N�1

2

p1� t}x}2q2N�1
� }x}3t 32

¤ N !
N�1̧

l�1

Cl�1CN�l�1

xi1 . . . xiN�1
t
N�1

2

p1� t}x}2q2N�1
. (2.6)

In the above computation we again used the estimate }x}t1{2   1. Combining estimate
(2.3) with (2.4–2.6) completes the induction step with Cn�1 � 2n!

°n�1
l�1 Cl�1Cn�l�1 �

nCn, and therefore the whole argument.

3 }Xptq} has all moments at all times
Recall that X is a multiplicative coalescent starting from x P l2×, and that Gtpx;Aq is a
graphical representation of Xptq, as described in Section 1. The main goal of this section
is to prove the following theorem.

Theorem 3.1. For every n P N and t ¥ 0 we have

E}Xptq}n   �8.

In order to prove the theorem, we first show that the n-th moment of }Xptq} is finite
for small t, and then we extend this result to all t ¥ 0.
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3.1 Argument for small times
We still assume that X is started at time 0 from initial configuration x.

Lemma 3.2. For each n ¥ 2 there exists a constant Dn ¡ 0 such that for each x P l2 and
t P p0, 1{}x}2q we have

E
8̧

k�1

Xn
k ptq  

Dn}x}n
p1� t}x}2q2n�3 .

Proof. First note that all Xkptq are non-negative random variables, so that due to the
monotone convergence theorem the expectation and the summation can be exchanged.
We will apply the Fubini-Tonelli theorem after making the following observations.

At time t, the largest component (with mass X1ptq) is formed from individual (origi-
nal) blocks with indices in a random set denoted by I1 � N, the second largest component
(with massX2ptq) is formed from original blocks with indices in I2 � N, and similarly the
kth largest componenent (with mass Xkptq) is formed from individual (original) blocks
with indices Ik � N. We know that N equals the disjoint union of Ik, k P N. Next observe
that

Xn
k ptq �

�¸
jPIk

xj

�n

�
¸
j1PIk

¸
j2PIk

. . .
¸
jnPIk

xj1xj2 � � � xjn ,

so that
8̧

k�1

Xn
k ptq �

8̧

i1�1

8̧

i2�1

. . .
8̧

in�1

xi1xi2 � � � xinIti1�i2�...�inu. (3.1)

Out of convenience we apply here a natural convention that i � i for each i P N, as
indicated in Section 1.

The (finite) family of all partitions π � tπ1, . . . , πpu of rns will be denoted by Πn. If
π P Πn we will write p or |π| for a number of distinct sets (or equivalently, the number of
equivalence classes) in π. Similarly, if e is an equivalence class of π then |e| denotes the
number of distinct elements in e. Each equivalence class e is a subset of rns and therefore
it has its minimal element minpeq. It is convenient to increasingly order the equivalence
classes in π with respect to their minimal elements. Let opπq : rns Ñ r|π|s be the map
which assigns to each i the rank of its equivalence class with respect to the just defined
ordering. In particular, opπqp1q is always equal to 1, opπqpkq � 2 for minimal k � k1 such
that k �π 1, opπqpkq � 3 for minimal k � k2 such that k �π 1 and k �π k1, and so on.
Note that π can be completely recovered from opπq.

Each n-tuple pi1, . . . , inq, where coordinates are in N is equivalent to a function from
rns to N, and each such function i can be bijectively mapped into a labelled partition of
rns, where a is related to b iff ia � ib, and the label of each equivalence class is precisely
the value (natural number) which i� takes on any of its elements. Let πrpi1, . . . , inqs be
the labelled partition which uniquely corresponds to pi1, . . . , inq. The reader should note
that this newly defined partition structure is completely different from (unrelated to) the
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random connectivity relation induced by the random graph. Here and elsewhere in the
paper we reserve the symbol � to denote the latter relation.

With this correspondence in mind, note that the n-fold summation
°8
i1,...,in�1 gpi1, . . . , inq

can be rewritten as
°n
p�1

°
πPΠn:|π|�p

°8
i1,i2,...,ip�1 distinct gpiopπqp1q, . . . , iopπqpnqq. In particu-

lar, for any fixed π P Πn and any n-tuple pi1, . . . , inq such that π � πrpi1, . . . , inqs
P pi1 � � � � � inq � P

�
iopπqp1q � � � � � iopπqpnq

� � P
�
i1 � ik1 � � � � lkp

�
,

where kj is precisely the minimal element of the jth equivalence class in π.
Using (3.1), the just given reasoning, and Proposition 2.2 we can now estimate

E
8̧

k�1

Xn
k ptq �

8̧

i1,...,in�1

xi1 . . . xinP pi1 � � � � � inq

�
ņ

p�1

¸
πPΠn:|π|�p

¸
i1,...,ip distinct

xiopπqp1q � � � xiopπqpnqP
�
iopπqp1q � � � � � iopπqpnq

�

�
ņ

p�1

¸
πPΠn:|π|�p

¸
i1,...,ip distinct

x
|e1|
i1

� � � x|ep|ip
P pi1 � � � � � ipq

¤
ņ

p�1

¸
πPΠn:|π|�p

¸
i1,...,ip distinct

x
|e1|
i1

� � � x|ep|ip

Cpxi1 . . . xipt
p{2

p1� t}x}2q2p�3 ,

where e1, . . . , ep are the equivalence classes of π, ordered as explained above. If we re-
place the interior sum (over distinct p-tuples) by the sum over all p-tuples, and again recall
that 0 ¤ t}x}2   1 and that

°
y
|e|�1
k ¤ }y}|e|�1, we get a further upper bound

ņ

p�1

¸
πPΠn:|π|�p

Cpt
p{2

p1� t}x}2q2p�3

8̧

i1,...,ip�1

x
|e1|�1
i1

� � � x|ep|�1
ip

¤
ņ

p�1

¸
πPΠn:|π|�p

Cpt
p{2

p1� t}x}2q2p�3 }x}|e1|�1 � � � }x}|ep|�1

¤
ņ

p�1

¸
πPΠn:|π|�p

Cpt
p{2}x}n�p

p1� t}x}2q2p�3 ¤
ņ

p�1

¸
πPΠn:|π|�p

Cp}x}n
p1� t}x}2q2n�3

� }x}n
p1� t}x}2q2n�3

¸
πPΠn

C|π|,

and this is the stated claim with Dn :� °
πPΠn

C|π|.

As already mentioned, the multiplicative coalescent pXptq, t ¥ 0q is a Markov process
taking values in l2×. Applying its generator Γ to gpXptqq, where g is an arbitrary function
from l2× to R, one can conclude that the process

Mgptq :� gpXptqq �
» t

0

ΓgpXprqqdr, t ¥ 0, (3.2)
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is a local pFtq-martingale (see also identity (66) in [AL98]). Here Ft � σpXprq, r ¤ tq,
t ¥ 0, and the generator Γ of Xptq, t ¥ 0, is defined as

Γgpxq �
8̧

i�1

8̧

j�i�1

xixjpgpxi,jq � gpxqq,

where xi,j is the configuration obtained from x by merging the i-th and j-th clusters, or
equivalently (assuming that i   j � 1, the other cases can be written similarly) xi,j �
px1, . . . , xl�1, xi � xj, xl, . . . , xi�1, xi�1, . . . , xj�1, xj�1, . . . q for some l such that xl�1 ¤
xi � xj ¤ xl. We will use Γ and (3.2) in order to show the finiteness of the n-th moment
of the multiplicative coalescent at small times.

We first prove an auxiliary statement, which does not require X to have multiplica-
tive coalescent law (it is sufficient for the process to be càdlàg), probably known in the
literature, but we were unable to find a precise reference. Let g, f1, f2 : l2× Ñ r0,8q be
measurable functions such that g is continuous and suppose that

Mptq � gpXptqq �
» t

0

pf2pXprqq � f1pXprqqq dr, t ¥ 0,

is a local pFtq-martingale. Define

τn :� inf

"
t :

max
 |Mptq|, |Mpt�q|, gpXptqq, gpXpt�qq( ¥ n

or
³t
0
f1pXprqqdr ¥ n

*
, n ¥ 1.

Continuity hypothesis on g assures that τn is an pFtq-stopping time. More precisely, since
pMptq, t ¥ 0q and pgpXptqq, t ¥ 0q are right continuous processes with left limits, τn,
n ¥ 1 are pFtq-stopping times, by Proposition 2.1.5 (a) [EK86].

Lemma 3.3. If E sup
rPr0,ts

gpXprqq   8 and E
³t
0
f1pXprqqdr   8 for some t ¡ 0, then also

E
³t
0
f2pXprqqdr   8.

Proof. From the assumptions we can conclude that τn Õ 8 a.s. as n Ñ 8. Note that
Mpt ^ τnq, t ¥ 0, is bounded, and therefore, it is an pFtq-martingale for every n ¥ 1.
Thus for any given n ¥ 1

EMpt^ τnq � EgpXpt^ τnqq � E
» t^τn

0

pf2pXprqq � f1pXprqqq dr � gpxq.

By monotone convergence and Fatou’s lemma, one can now estimate

E
» t

0

f2pXprqqdr ¤ lim
nÑ8

E
» t^τn

0

f2pXprqqdr � lim
nÑ8

EgpXpt^ τnqq

� lim
nÑ8

E
» t^τn

0

f1pXprqqdr � gpxq

¤ E sup
rPr0,ts

gpXprqq �
» t

0

f1pXprqqdr � gpxq   8,

as stated.
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From now on we again assume that X is a multiplicative coalescent started from x.
Define functions sn : l2× Ñ r0,8q as snpxq :�

°8
k�1 x

n
k , for each n P N. It is easy to see

that sn is continuous for each n ¥ 2. Led by previous multiplicative coalescent literature,
we denote

Snptq :� snpXq �
8̧

k�1

Xn
k ptq, t ¥ 0,

and Sptq :� S2ptq � }Xptq}2, t ¥ 0.

Proposition 3.4. For every n ¥ 1, x P l2 and t P r0, 1{}x}2q

E}Xptq}n   �8. (3.3)

Proof. We shall prove the proposition in two steps. The goal of step one is to show that

E pSnptqSmptqq   8, t P r0, 1{}x}2q, (3.4)

for all n,m ¥ 2.
We start by computing the value of the generator Γ of Xptq, t ¥ 0, on functions snpxq

for x P l2× and for odd n � 2k � 1 ¥ 3

Γs2k�1pxq �
8̧

i�1

8̧

j�i�1

xixj

�
s2k�1pxq �

2ķ

l�1

�
2k � 1

l



xlix

2k�1�l
j � s2k�1pxq

�

�
2ķ

l�1

�
2k � 1

l


�
8̧

i�1

8̧

j�i�1

xl�1
i x2k�l�2

j

�
[symmetry about k]

�
ķ

l�1

�
2k � 1

l


�¸
i ��j

xl�1
i x2k�l�2

j

�
� [plus/minus diagonal terms]

�
ķ

l�1

�
2k � 1

l



psl�1pxqs2k�l�2pxq � s2k�3pxqq

�
ķ

l�1

�
2k � 1

l



sl�1pxqs2k�l�2pxq � 1

2
p22k�1 � 2qs2k�3pxq,

where we recognize the final term as f2pxq� f1pxq, with both f1, f2 non-negative. There-
fore,

S2k�1ptq �
» t

0

pf2pXprqq � f1pXprqqq dr, t ¥ 0,

is a local pFtq-martingale. We note that S2k�1ptq, t ¥ 0, is a non-decreasing process.
Hence Lemma 3.2 guarantees

E sup
rPr0,ts

S2k�1prq ¤ ES2k�1ptq   8,
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and also

E
» t

0

f1pXprqqdr � p22k � 1q
» t

0

ES2k�3prqdr   8

for every fixed t P r0, 1{}x}2q. Due to the above stated continuity of functions sn, n ¥ 2,
all the hypotheses of Lemma 3.3 are satisfied, yielding» t

0

ESl�1prqS2k�l�2prqdr   8.

for all l P rks and t P r0, 1{}x}2q. Using the monotonicity of Snptq, t ¥ 0 once again, we
derive (3.4) for all n,m ¥ 2 such that n�m ¥ 5 is an odd number. A similar computation
applied to s2k instead of s2k�1 yields (3.4) for all n,m ¥ 2 and n�m ¥ 4 an even number.

In step two we show the following extension: for every k ¥ 1

ESk�1ptqSmptqSlptq   8, t P r0, 1{}x}2q, m, l ¥ 2, (3.5)

by induction in k. Step one serves as the basis, since it is (3.5) for k � 1. We left to
the reader the even case (n � m ¥ 4) from step one, and note that we already proved
ES2ptq   8 in [KL21] via a different argument.

We next assume that (3.5) is true for each k P rns and check it for k � n � 1. Let
us apply Γ to the product sn2sm (here and several times below we write s2, sm for s2pxq,
smpxq, and use binomial formula in order to derive for m ¥ 2:

Γsn2smpxq �
8̧

i�1

8̧

j�i�1

xixj

�
ps2 � 2xixjqn

�
sm �

m�1̧

l�1

�
m

l



xlix

m�l
j

�
� sn2sm

�

�
8̧

i�1

8̧

j�i�1

xixj

�
ņ

k�0

�
n

k



sk2p2xixjqn�k

�
sm �

m�1̧

l�1

�
m

l



xlix

m�l
j

�
� sn2sm

�

�
8̧

i�1

8̧

j�i�1

xixj

�
sn2

m�1̧

l�1

�
m

l



xlix

m�l
j � sm

n�1̧

k�0

�
n

k



2n�ksk2x

n�k
i xn�kj

�
n�1̧

k�0

m�1̧

l�1

�
m

l


�
n

k



2n�ksk2x

n�k
i xn�kj xlix

m�l
j

�
.

As before, we next exchange the order of summation to get that Γsn2smpxq equals

sn2

m�1̧

l�1

�
m

l


 8̧

i�1

8̧

j�i�1

xl�1
i xm�l�1

j � sm

n�1̧

k�0

�
n

k



2n�ksk2

8̧

i�1

8̧

j�i�1

xn�k�1
i xn�k�1

j

�
n�1̧

k�0

m�1̧

l�1

�
m

l


�
n

k



2n�ksk2

8̧

i�1

8̧

j�i�1

xn�k�l�1
i xn�m�l�k�1

j .

The middle term can be written already as

sm

n�1̧

k�0

�
n

k



2n�k�1sk2

�
s2n�k�1 � s2n�2k�2

�
. (3.6)
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We denote the integer part tm�1
2
u by m̃, and if m̃ � 0 (meaning m � 2) the sum from 1 to

m̃ is set to zero. With this in mind, again due to binomial symmetry, the first term above
becomes

sn2

m̧̃

l�1

�
m

l


¸
i ��j

xl�1
i xm�l�1

j � I2N pmq
�
m
m
2



sn2

¸
i ��j

x
m{2�1
i x

m{2�1
j {2,

while the third term in the above sum (expression for Γsn2smpxq) becomes

n�1̧

k�0

m̧̃

l�1

�
m

l


�
n

k



2n�ksk2

¸
i ��j

xn�k�l�1
i xn�m�l�k�1

j

� I2Npmq
�
m
m
2


 n�1̧

k�0

�
n

k



2n�k�1sk2

¸
i ��j

x
n�k�m{2�1
i x

n�k�m{2�1
j .

Now it suffices to observe that¸
i ��j

xl�1
i xm�l�1

j � sl�1sm�l�1 � sm�2,
¸
i ��j

x
m{2�1
i x

m{2�1
j {2 � s2m{2�1 � sm�2, (3.7)

and similarly that¸
i ��j

xn�k�l�1
i xn�m�l�k�1

j � sn�k�l�1sn�m�l�k�1 � s2n�2k�m�2,

¸
i ��j

x
n�k�m{2�1
i x

n�k�m{2�1
j � s2n�k�m{2�1 � s2n�2k�m�2, (3.8)

where m{2 above is assumed to be an integer in (3.7–3.8). The reader will now easily
see from (3.6)–(3.8) and previous discussion that Γsn2smp�q can be written as a difference
of two non-negative functions f2p�q and f1p�q, where f2 is a finite sum of positive multi-
ples of sn2sl�1sm�l�1, with l P rtm{2us, as well as positive multiples of smsk2s

2
n�k�1 with

k P rn�1s, and other similar terms. Furthermore it is importan here that f1 is a finite sum
of positive multiples of terms of the form sn�1

2 s2sm�2, or sk2sms2n�2k�2 or sk2s2n�2k�m�2

with k P t0u Y rn � 1s. Therefore the induction hypothesis (3.5), together with mono-
tonicity of each process Skptq will guarantee the condition

E
» t

0

f1pXprqqdr   8,

of Lemma 3.3 as in step one of the proof. It seems simpler here and in the next paragraph
to treat the case m � 2 (where only the middle summand (3.6) exists) separately.

Hence

E
» t

0

f2pXprqqdr   8,
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for every t P p0, 1{}x}2q. In particular,

E
» t

0

SnprqSl�1prqSm�l�1prqdr   8, @l P rtm{2us.

Since m ¥ 2 was arbitrary and pSmptq, t ¥ 0q is monotone non-decreasing for each
m ¥ 2, we arrive to (3.5) for n � 1, and therefore for all n P N. Note that any two
pl1,m1q, where 2 ¤ l1 ¤ m1 can be represented as pl � 1,m � l � 1q for some m ¥ 2,
l P rtm{2us. The statement of the propositon directly follows from (3.5) with m � 2 and
l � 1.

3.2 Extension of Theorem 3.1 to all times
In this section we present a “finite modification argument” which ends the proof. We wish
to warn the reader that, unlike most of the reasoning written in previous sections, this part
of the proof is given in the appendix to [KL21] for the special case n � 4. Since in [KL21]
we used different, and more complicated notation, adapted to the study of stochastic block
model and its continuum counterparts, it seems reasonable to also provide a sketch here
using our current notation.

Let Xp�;xq be the multiplicative coalescent started at time 0 from x P l2×. We know
that with probability one, for all t ¥ 0, Xpt;xq P l2×, and in addition we know that if
}x}2t   1, then for each n ¥ 2 and t ¥ 0

EpS2pt;xqqn{2 � E}Xpt;xq}n   8.

Now take any x P l2× and t ¥ 1{}x}2 and and let m,M P N sufficiently large so that the
vector

xg �
�x1
M
, . . . ,

x1
M
,
x2
M
, . . . ,

x2
M
, . . . ,

xm
M
, . . . ,

xm
M
,xm�1, xm�2, . . .

	
, (3.9)

obtained by “grinding” the firstm components (blocks) of x each intoM new components
(blocks) of equal mass, has sufficiently small l2 norm. More precisely, we take m,M P N
so that

t }xg}2 � t

�
x21
M

� x22
M

� � � � � x2m
M

� x2m�1 � x2m�2 � . . .



  1

2
.

Then E}Xp2t; ordpxgqq}n   �8 due to Proposition 3.4.
For blocks with indices i1, i2, . . . , ik we say that they connect directly at time t if

Gtpx;Aq X ti1, . . . , iku is a connected graph. Let us assume that x1 ¡ x2 ¡ x3 . . . ¡ xm
and that txi{Mui¤m X txkuk¥m�1 � H, the argument is entirely analogous (but more
tedious to write) otherwise. Note that the event A on which at time t the M initial blocks
of mass x1{M connect directly, the M initial blocks of mass x2{M connect directly, . . .,
and the M initial blocks of mass xm{M connect directly, has strictly positive probability.
Of course there will be (infinitely many) other merging events occurring during r0, ts,
which will involve these and other initial blocks. But these extra mergers only help in
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increasing the l2 norm of X at time t, and subsequently at time 2t. It is not hard to see that
the Markov property of the multiplicative coalescent implies

8 ¡ E}Xp2t; ordpxgqq}n � E pE p}Xp2t; ordpxgqq}n|Ftqq
¥ E pE p}Xp2t; ordpxgqq}n|Ftq IAq
� E

�
E}X̃pt;Xpt; ordpxgqqq}nIA

	
,

where X̃p�;Xpt; ordpxgqqq evolves, conditionally on Ft, as the multiplicative coalescent
started from Xpt; ordpxgqq. From previous discussion we see that on A the random vari-
able }X̃pt;Xpt; ordpxgqqq} stochastically dominates }Xpt;xq} from above, therefore it is
impossible that E}Xpt;xq}n � 8. By varying t ¥ 1{}x}2 and recalling Proposition 3.4
we obtain Theorem 3.1.

Remark 3.5. As already mentioned, the above argument was written in detail in [KL21]
using a graphical construction and notation analogous to that from Section 1. In the con-
struction of pGtpx;Aq, t ¥ 0q the family of edges arriving during r0, ts and the family
of edges arriving during pt, 2ts are mutually independent, implying the Markov property
of X. Event A P Ft is independent from the σ-field generated by the edges connect-
ing before time t pairs of blocks with masses xi{M and xj{M where i � j, the edges
connecting pairs of blocks such that at least one of the blocks is not among the M � m
“crumbs” with masses listed as the first M � m components of xg, as well as the edges
arriving after time t. The facts that edges are only accumulating (and never deleted) over
time, and that the l2 norm is monotone increasing with respect to the subgraph relation,
gives the key stochastic domination property used above.

4 Consequences for excursion processes
The goal of this section is to prove the finiteness of the second moment of l2 norm for all
the extreme eternal multiplicative coalescent introduced by David Aldous and the second
author in [AL98]. The same statement for the standard version was already derived by
Aldous in [Ald97] in two different ways one using the excursion theory and the other by
weak convergence. In order to recall these entrance laws of the multiplicative coalescent
we introduce the set of parameters

I � �p0,8q � R� l3×
�Y pt0u � R� l0q ,
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where l0 � l3×zl2×, and the processes

W̃ κ,tpsq � ?
κW psq � ts� 1

2
κs2, s ¥ 0,

V cpsq �
8̧

i�1

�
ciItξi¤su � c2i s

�
, s ¥ 0,

W κ,t,cpsq � W̃ κ,tpsq � V cpsq, s ¥ 0,

Bκ,t,cpsq � W κ,t,cpsq � min
rPr0,ss

W κ,t,cprq, s ¥ 0,

where W denotes a standard Brownian motion and pξiqi¥1 is a family of independent
exponentially distributed random variables, where ξi has rate ci, for each i ¥ 1. Note that
the process V c is well-defined due to }c}33 :� °8

i�1 c
3
i   8. It is well-known that to any

extreme eternal (non-constant) multiplicative coalescent corresponds a unique pκ, τ, cq P
I such that this entrance law evaluated at time t is the same as the decreasingly ordered
vector of excursion lengths of Bκ,t�τ,c (see, e.g. [AL98, Theorem 3]).

We recall that an excursion γ of a non-negative processB is a time interval rlpγq, rpγqs
such that Bplpγqq � Bprpγqq � 0 and Bpsq ¡ 0 for s P plpγq, rpγqq. The main statement
of this section reads as follows.

Theorem 4.1. Let Γκ,t,c be the set of excursions of Bκ,t,c, and let |γ| be the length of an
excurion γ. Then for every pκ, t, cq P I, one has

E
¸

γPΓκ,t,c

|γ|2   8.

We remark that the statement implies that any extreme eternal multiplicative coale-
scent has a finite second moment.

We first prove the statement for negative t.

Lemma 4.2. Let the constant D2 be defined in Lemma 3.2. Then for every t   0 the
inequality

E
¸

γPΓκ,t,c

|γ|2 ¤ �D2

t

holds for every pκ, t, cq P I.

Proof. Let Xpt;xq be the MC started at time 0 from x P l2×. According to Lemma 8,
Proposition 7 and Theorem 3 of [AL98], there exists a sequence xn P l2× such that }xn} Ñ
0 and

X

�
1

}xn}2 � t;xn


Ñ Zptq in l2×,

weakly as n Ñ 8, where Zptq is distributed as the ordered sequaence of lengths of
excursions from Γκ,t,c. To be more precise, the sequence xn, n ¥ 1, can be chosen as
follows. If κ ¡ 0 then xn consists of n entries of size κ�1{3n�2{3, preceded by entries
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pc1κ�2{3n�1{3, . . . , clpnqκ
�2{3n�1{3q, where lpnq Ñ 8 sufficiently slowly. In the case κ �

0 and c P l0, one can take xn to consist of entries pc1n�1{3, . . . , clpnqn
�1{3q, where lpnq Ñ

8 fast enough so that
°lpnq
i�1 c

2
i � n1{3 (see the proof of Lemma 8 [AL98]).

We note that �
1

}xn}2 � t



� }xn}2 � 1� t}xn}2   1

for t   0. Therefore, we may use Lemma 3.2 to estimate the expectation

E
����X

�
1

}xn}2 � t;xn

����

2

  D2}xn}2
�t}xn}2 � �D2

t
.

Passing to the limit as nÑ 8 and using Fatou’s lemma and Skorohod Theorem 3.1.8 [EK86],
we obtain the statement of the lemma.

Remark 4.3. It is somewhat surprising that the proof for non-negative times turns out
to be less direct. A technical obstacle is that Lemma 3.2 cannot apply any longer, since
the upper bound it implies above diverges at t � 0. An obstacle in practice is that for
positive t the auxilliary process W κ,t,c has for small positive s an “extra push” in terms
of a positive inhomogeneous drift (if κ ¡ 0 this push has value t � κs at time s) which
can (and does) increase the length of the initial (size-biased ordered) excursions of Bκ,t,c.
This increase does not change the finiteness of the square of l2 norm almost surely. And
the same should be true for the mean.

Let us assume that Theorem 4.1 fails, or equivalently, that for some κ, c and t ¥ 0 it
is true that

E
¸

γPΓκ,t,c

|γ|2 � 8.

Without loss of generality we may assume that t ¡ 0 (this is the multiplicative coalescent
time, and its l2 norm increases in time). For the same reason, for this pκ, t, cq and any
a ¡ 0

E
¸

γPΓκ,t�a,c

|γ|2 � 8. (4.1)

Recall the “collor and collapse” (denoted by COL) and “join” (denoted by ') operations
from [AL98] Section 5. Let pXκ,cpuq, u P Rq be eternal multiplicative coalescent such
that, for each u, Xκ,cpuq has the law equal to that of the vector of ordered excursion
lengths of Bκ,u,c. Then COLpXκ,c; c�q is the eternal multiplicative coalescent such that
COLpXκ,c; c�qpuq � COLpXκ,cpuq; c�q equals in law to the ordered excursion length
vector of Bκ,u�pc�q2,c'c� . Furthermore, COLpXκ,c; pc�1 , c�2 , . . . , c�kqq is the eternal multi-
plicative coalescent such that its law at time u is that of the ordered excursion lengths of
Bκ,u�

°k
i�1pc

�
i q

2,c'pc�1 ,...,c
�
k q.

Now for κ, t and c fixed above, supposing that c P l3×zl2×, consider u :� �t   0 and
find the smallestm such that

°m
i�1pc�i q2 ¥ 2t. On the one hand, we know from Lemma 4.2

that
E

¸
γPΓκ,u,pcm�1,cm�2,...q

|γ|2   D2

�u �
D2

t
.
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On the other hand, we know from the just made observations that

E
¸

γPΓκ,t�a,c

|γ|2 � 8,

where a � °m
i�1pc�i q2 � 2t ¥ 0, and that the vector of ordered lengths |γ|, where γ

ranges over Γκ,t�a,c has the same law as COLppXκ,u,pcm�1,cm�2,...qq; pc1, . . . , cmqq. Recall
that Γκ,u,pcm�1,cm�2...q is the family of excursions of Bκ,u,pcm�1,cm�2,...q. To summarize, we
found parameters κ, c̄ :� pcm�1, cm�2, . . .q and a negative time u � �t such that the
l2 norm of Xκ,c̄puq has finite expectation, while after applying COLp�; pc1, . . . , cmqq the
expectation of the same quantity becomes infinite.

We can assume (by combining all the finitely many colors into one) WLOG thatm � 1
in the just constructed example. Let us denote again c1 � cm by c�. It is interesting here
that coloring Xκ,c̄puq with intensity c� or higher yields infinite mean of the l2 norm, while
coloring Xκ,c̄puq with intensity equal to a positive fraction of c� (this could be c�{2 or
c�{106, the conclusion will be the same) yields a finite mean of the l2 norm, as long as
u � b   0 where b{pc�q2 is the square of this sufficiently small fraction. This fact is not
only counter-intuitive, but also impossible as the following comparison argument shows.

We use a calculus fact: for each α ¡ 0 the map φα : x ÞÑ 1�exp t�αc�xu
1�exp t�c�xu

from
p0,8q to r0, 1s admits a continuous extension at 0 with value φαp0q :� α, and satisfies
limxÑ8 φαpxq � 1, therefore

1 � sup
xPr0,8q

φαpxq ¡ inf
xPr0,8q

φαpxq � min
xPr0,8q

φαpxq �: φ�α ¡ 0. (4.2)

The COL operation changes the mass of only one (colored) block, it simultaneously
deletes all the blocks which merge due to coloring. So if the mean l2 norm after col-
oring is infinite (resp. finite), it must be due to the fact that the mass of the colored block
squared has infinite (resp. finite) expectation. In the case of intensity c� this quantity has
value¸

i

EpXipuqq2p1� e�c
�Xipuqq �

¸
i j

EXipuqXjpuqp1� e�c
�Xipuqqp1� e�c

�Xjpuqq � 8.

Similarly, if the coloring intensity is αc� for α suffiiently small, this quantity is¸
i

EpXipuqq2p1� e�αc
�Xipuqq �

¸
i j

EXipuqXjpuqp1� e�αc
�Xipuqqp1� e�αc

�Xjpuqq   8

Due to (4.2) the two quantities above must be of the same order, which leads to a contra-
diction. This shows the statement of Theorem 4.1 for c P l3×zl2× and κ ¥ 0.

If c P l2× we cannot use for large times t the same trick of “stepping sufficiently far
back in time” and then coloring. However, we know that here it must be κ ¡ 0, and a clear
advanatge here is that the sum of Brownian motion and a concave parabola is a convenient
process for precise estimation. The argument given below includes stronger estimates than
necessary for ending the proof of Theorem 4.1. They come at little additional cost, and
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might be useful for further studies. The only restriction on c is that it is a vector in l3×.
In particular, the argument below reproves the theorem in the case where κ ¡ 0 and
c P l3×zl2×.

Proof of Theorem 4.1 assuming κ ¡ 0. Let pκ, t, cq P I be fixed. Since S2ptq is monotone
(non-decreasing, in fact increasing) in t, we may assume that t is strictly positive.

Here we present a different way of exploiting the (uniform) bound from Lemma 4.2.
We introduce t1 :� 2t

κ
and

σκ,t,c � inf
 
s ¥ 0 : Bκ,t,c pt1 � sq ¤ 0

(
� inf

"
s ¥ 0 : W κ,t,c pt1 � sq � min

rPr0,t1s
W κ,t,cprq

*
.

(4.3)

Proposition 4.4. For every pκ, t, cq P I, t, κ ¡ 0, and n P N, Eσnκ,t,c   �8.

The proof is postponed until Section 4.1. The auxilliary time t1 is convenient for our
purposes since the parabola s ÞÑ ts � κ

2
s2 starts to decrease at t1{2 and turns negative

right after t1. We split the family of excursions Γκ,t,c into three subfamilies, according to
whether they end before t1, start after t1 or traverse t1. The contributions coming from the
first subfamily are easily controlled, those from the second family will be handled due to
a comparison with a pκ, t̄, c̄q–setting where t̄ is negative. The third family clearly consists
of a single (random) element of Γκ,t,c which traverses (or includes) t1, and Proposition 4.4
is used to bound the second moment of its length.

As just explained, we denote by Γ¡t1 (resp. Γ t1) the subfamily of excursions γ of the
processBκ,t,c satiffying lpγq ¡ t1 (resp. rpγq   t1). Let also σ � σκ,t,c be defined by (4.3).
Denoting the excursion of Bκ,t,c which traverses t1 by γ0 we can trivially estimate¸

γPΓκ,t,c

|γ|2 �
¸

γPΓ t1

|γ|2 � |γ0|2 �
¸

γPΓ¡t1

|γ|2 ¤ pt1q2 � pt1 � σq2 �
¸

γPΓ¡t1

|γ|2

¤ 3pt1q2 � 2σ2 �
¸

γPΓ¡t1

|γ|2.

Therefore the finiteness of E
°
γPΓκ,t,c |γ|2 would immediately follow from Proposition 4.4

with n � 2 and the finiteness of E
°
γPΓ¡t1

|γ|2.
In order to show that E

°
γPΓ¡t1

|γ|2   8, we introduce the following time-shifted
processes:

Wt1�psq : � W̃t1�psq � Vt1�psq, s ¥ 0,

Bt1�psq : � Wt1�psq � min
rPr0,ss

Wt1�prq, s ¥ 0,

where

W̃t1�psq :� W̃ κ,tpt1 � sq � W̃ κ,tpt1q � ?
κ pW pt1 � sq �W pt1qq � ts� 1

2
κs2,
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and

Vt1�psq :� V cpt1 � sq � V cpt1q �
8̧

i�1

�
ciItt1 ξi¤t1�su � c2i s

�
.

In words, the path of Wt1� is obtained from the path of W κ,t,c by translating the origin
to the point pt1,W κ,t,cpt1qq and ignoring the negative times in this new coordinate system.
Then Bt1� is obtained from Wt1� by the usual reflection above past-minima.

A simple computation shows that Bκ,t,cpt1 � sq � Bt1�psq for every s ¥ σ. This can
also be verified from a figure depicted the just described coupling of paths of W κ,t,c and
Wt1�, and therefore of Bκ,t,c and Bt1�.

Hence, ¸
γPΓ¡t1

|γ|2 ¤
¸

γPΓt1�

|γ|2, (4.4)

where Γt1� denotes the set of excursions above 0 of the non-negative process Bt1�.
Let pηiqi¥1 be a family of independent Bernoulli distributed random variables, where

ηi has success probability e�cit1 , for each i ¥ 1. Assume that pηiqi¥1 is independent of W
and pξiqi¥1. Since the distributions of Itt1 ξi¤t1�su and ηiItξi¤su coincide for each i ¥ 1,
we conclude that the process Vt1� is equal in law to

8̧

i�1

�
ηiciItξi¤su � c2i s

�
, s ¥ 0.

Hence the processes

Wηpsq :�
?
κW psq � ts� 1

2
κs2 �

8̧

i�1

�
ηiciItξi¤su � c2i s

�
, s ¥ 0,

and Wt1� also have the same law.
We observe that

E
8̧

i�1

c2i p1� ηiq �
8̧

i�1

cip1� e�cit
1q ¤

8̧

i�1

c3i t
1   8.

Hence
°8
i�1 c

2
i p1� ηiq   8 almost surely.

Remark 4.5. It may seem that we do not really have to worry about
°8
i�1 c

2
i p1�ηiq being

finite, since we could simply drop �p1� ηiqc2i s from the ith term in the series above, thus
making the process decrease less steeply (and have longer excursions), but we would
still need to check that the remaining

°8
i�1

�
ηiciItξi¤su � ηic

2
i s
�

converges conditionally,
which is equivalent to checking the finiteness of

°8
i�1 c

2
i p1� ηiq   8.

We can now rewrite for s ¥ 0

Wηpsq �
?
κW psq � ts� 1

2
κs2 �

8̧

i�1

�
ηiciItξi¤su � ηic

2
i s
�� 8̧

i�1

p1� ηiqc2i s

� ?
κW psq �

�
�t�

8̧

i�1

p1� ηiqc2i
�
s� 1

2
κs2 �

8̧

i�1

�
ηiciItξi¤su � pηiciq2s

�
.
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Therefore the conditional law of Wη given σpηi, i ¥ 1q is the law of W κ,�t̄,c̄, where
t̄ � t � °8

i�1p1 � ηiqc2i ¥ t almost surely, and where c̄ � ordpη1c1, η2c2, . . . q. Hence,
recalling (4.4) and the just introduced coupling, and applying ω-by-ω the uniform bound
of Lemma 4.2 under the conditional expectation yields

E
¸

γPΓ¡t1

|γ|2 ¤ E
¸

γPΓt1�

|γ|2 � E
¸
γPΓη

|γ|2 ¤ E

�
E

�¸
γPΓη

|γ|2
����σpηi, i ¥ 1q

��

¤ E

�
�E

�
� ¸
γPΓκ,�t̄,c̄

|γ|2
����σpηi, i ¥ 1q

�

�
� ¤ E

�
D2

t̄

�
¤ D2

t
.

As already explained, this completes the proof of the theorem.

4.1 Proof of Proposition 4.4
We need some auxiliary statements. The first one is very easy, yet we emphasize it here
in order to facilitate its application in two longer computations which follow.

Lemma 4.6. For every λ, s ¡ 0 and ξ an exponential random variable with rate c, we
have

EeλItξi¤su ¤ 1� csλeλ.

Proof. Since eλItξi¤su � Itξ¡su � eλItξ¤su, we have

EeλItξi¤su � e�cs � eλp1� e�csq � 1� peλ � 1qp1� e�csq ¤ 1� λcseλ.

Lemma 4.7. For every c P l3×, a, s ¡ 0 and m P N, we have

lnEeaV cpsq ¤ a
m̧

i�1

ci �
m̧

i�1

lnp1� asc2i q � a2seacm�1}c}33.

Proof. Using Lemma 4.6 with λ � aci and c � ci for each i, and elementary calculus, we
derive for each m P N and each finite k ¡ m

ķ

i�1

lnEea
�
ciItξi¤su�c

2
i s
	
¤

ķ

i�1

�
ln
�
1� asc2i e

aci
�� asc2i

�

¤
m̧

i�1

ln
�
1� asc2i e

aci
�� ķ

i�m�1

�
ln
�
1� asc2i e

aci
�� asc2i

�

¤
m̧

i�1

ln
�p1� asc2i qeaci

�� as
ķ

i�m�1

c2i peaci � 1q

¤ a
m̧

i�1

ci �
m̧

i�1

lnp1� asc2i q � a2seacm�1

ķ

i�m�1

c3i ,
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where in the last line we used cm�1 ¥ cm�2 ¥ ... as a consequence of c P l3×. The
independence of pξiqi¥1 implies that

Eea
°k

i�1

�
ciItξi¤su�c

2
i s
	
� E

k¹
i�1

e
a
�
ciItξi¤su�c

2
i s
	
�

k¹
i�1

Eea
�
ciItξi¤su�c

2
i s
	
.

We know that
°k
i�1

�
ciItξi¤su � c2i s

�
converges conditionally (but not absolutely unless

c P l2×) to V cpsq, almost surely, as k Ñ 8. Since c P l3×, the above estimate yields,

for each fixed m, a uniform upper bound on Eea
°k

i�1

�
ciItξi¤su�c

2
i s
	

over k, so that Fatou’s
lemma implies the stated claim.

The next result shows that we can replace in Lemma 4.7 the marginal of V c with a
maximum of V c on a compact interval, however the upper bound in no longer nicely
expressed in terms of the parameters (a, the compact interval, and c).

Lemma 4.8. For every c P l3×, and t, a ¡ 0 we have

Ee
a max
sPr0,ts

|V cpsq|   8.
Proof. We recall that V c is a supermatringale with Doob-Meyer decomposition

V cpsq �Mcpsq � Acpsq, s ¥ 0,

where

Acpsq �
8̧

i�1

c2i ps� ξiq�, s ¥ 0,

and where Mcpsq � °8
i�1

�
ciItξi¤su � c2i pξi ^ sq�, s ¥ 0, is a martingale with

xMcys �
8̧

i�1

c3i pξi ^ sq, s ¥ 0,

as its predictable quadratic variation (for more details see [AL98, Section 2.1]). Using
Hölder’s inequality we now get

Ee
a max
sPr0,ts

|V cpsq| ¤ E
�
e
a max
sPr0,ts

|Mcpsq| � ea max
sPr0,ts

Acpsq
�

¤
�
Ee

2a max
sPr0,ts

|Mcpsq|

 1

2

�
�
Ee

2a max
sPr0,ts

Acpsq

 1

2

.

(4.5)

Due to the monotonicity of Ac, the independence of pξiqi¥1, and Lemma 4.6 we obtain

lnEe
2a max

sPr0,ts
Acpsq � lnEe2aAcptq � lnEe2a

°8
i�1 c

2
i pt�ξiq

� ¤ lnEe2a
°8

i�1 c
2
i tItξi¤tu

�
8̧

i�1

lnEe2atc
2
i Itξi¤tu ¤

8̧

i�1

ln
�
1� 2at2c3i e

2atc2i

	

¤ 2at2
8̧

i�1

e2atc
2
i c3i ¤ 2at2e2atc

2
1}c}33. (4.6)
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Since c P l3×, this implies the finiteness of Ee
2a max

sPr0,ts
Acpsq

.

It remains to check the finiteness of the first factor on the right hand side in (4.5).
In order to do so, we will use the following Bernstein-type inequality for martingales
with bounded jumps [SW86, p.899] (see also Theorem 3.3 [DvZ01] for general square-
integrable martingales): set

ψprq :� 2

r2
rr plnpr � 1q � 1q � lnpr � 1qs � 2

r2

» r

0

lnp1� yq dy, r ¡ 0,

then for any M a local martingale with jumps absolutely bouned by K, any time s ¥ 0
and any two fixed levels λ ¡ 0 and 0   τ   8 we have

P

�
sup
sPr0,ts

|Mpsq| ¥ λ, xMyt ¤ τ

�
¤ 2 exp

�
�λ

2

2τ
ψ

�
λc

τ




. (4.7)

For our purposes we note that Mc has jumps bounded by c1, and that xMcyt is bounded
by t

°
i c

3
i � t}c}33 almost surely. We can thus apply (4.7) with λ � r and τ � t}c}33 to get

P
"
max
sPr0,ts

|Mcpsq| ¥ r

*
� P

"
max
sPr0,ts

|Mcpsq| ¥ r, xMcyt ¤ t}c}33
*
¤ 2e

� r2

2t}c}33
ψ

�
rc1
t}c}33



.

Since ψprq ¥ 2plnpr � 1q � 1q{r we conclude that

P
"
max
sPr0,ts

|Mcpsq| ¥ r

*
¤ 2e

� r
c1

�
ln

�
1�

rc1
t}c}33



�1



. (4.8)

In words, the survival function of max
sPr0,ts

|Mcpsq| has superexponentially decreasing tails

and now it is easy to see that (4.8) leads to

Ee
2a max

sPr0,ts
|Mcpsq| ¤ 1� 4a

» 8

0

e2ar � e�
r
c1

�
ln

�
rc1
t}c}33

�1



�1



dr   8,

which together with (4.5) and (4.6) yields the stated claim.

End of the proof of Proposition 4.4. We fix pκ, t, cq P I, κ ¡ 0, and recall that t1 � 2t
κ

.
Then for every s ¡ 0 the following inequality is clearly true

P tσκ,t,c ¥ su ¤ P
"
W κ,t,c pt1 � sq ¥ min

rPr0,t1s
W κ,t,cprq

*
.

Here we are comparing the value of W κ,t,c pt1 � sq for some (think large) positive s to the
value of the minimum of W κ,t,c on a fixed interval r0, t1s. Our intention is likely already
clear to the reader: use Lemmas 4.7 and 4.8 to “tame” the contribution of V c and let the
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Brownian (Gaussian) component be the driving force in estimating the probability on the
right-hand-side in the previous inequality. Since

W κ,t,c pt1 � sq � ?
κW pt1 � sq � ts� 1

2
κs2 � V c pt1 � sq ,

the intequality W κ,t,c pt1 � sq ¥ min
rPr0,t1s

W κ,t,cprq is equivalent to

?
κ pW pt1 � sq �W pt1qq ¥ �ts� 1

2
κs2 � Upsq �G,

where

Upsq � V c pt1 � sq and G � ?
κ �W pt1q � min

rPr0,t1s
W κ,t,cprq.

We remark that the process W 1 � pW pt1 � sq � W pt1q, s ¥ 0q is a copy of standard
Brownian motion, independent of σtU,Gu. So using conditioning and the well-known
estimate for the standard normal survival function

1� Φpxq ¤
c

2

π
� 1
x
� e�x2

2 , x ¡ 0,

we can extend the previous bound for any s ¥ 2t1 to

P tσκ,t,c ¥ su ¤ P
"?

κW 1psq ¥ �ts� 1

2
κs2 � Upsq �G

*
� E

�
P
 ?

κW 1psq ¥ ts� Upsq �G
��σtUpsq, Gu(� (4.9)

� E
�
1� Φppts� Upsq �Gq{?sκq�

¤
d

2sκ

πp1� ts{2q E
�
e�

pts�Upsq�Gq2

2sκ Itts�Upsq�G¡1�ts{2u

�
� EItts�Upsq�G¤1�ts{2u

¤ 2

c
κ

tπ
E
�
e�

pts�Upsq�Gq2

2sκ

�
� P tts{2� Upsq �G ¤ 1u . (4.10)

Our goal is to show that both terms in (4.10) decrease exponentially fast as s Ñ �8. To
this purpose we first estimate

lnEe�
pts�Upsq�Gq2

2sκ ¤ lnEe�
t2s2�2tspUpsq�Gq�pUpsq�Gq2

2sκ ¤ lnEe�
t2s2�2tspUpsq�Gq

2sκ

� �t
2s

2κ
� lnE

�
e

t
κ
Upsq � e tG

κ

� Hölder¤ �t
2s

2κ
� ln

�
Ee

2t
κ
Upsq

	1{2

� ln
�
Ee

2tG
κ

	1{2

� �t
2s

2κ
� 1

2
lnEe

2t
κ
Upsq � 1

2
lnEe

2tG
κ . (4.11)

Recalling the definition of Upsq and Lemma 4.7 we get that the second summand above
is bounded by

t

κ

m̧

i�1

ci � 1

2

m̧

i�1

ln

�
1� 2tpt1 � sqc2i

κ



� 2t2pt1 � sq

κ2
e

2tcm�1
κ

8̧

i�m�1

c3i ,
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which for s large is on the order of m � ln s � s
°8
i�m�1 c

3
i . So choosing m large enough,

this term can be made for all large s smaller than a multiple of t2s{8κ.
The finiteness of Ee 2tG

κ follows similarly from Lemma 4.8, the well-known fact that
max
rPr0,t1s

W psq d� |W pt1q|, and the repeated application of the Hölder inequality. We leave

the details to the reader. We can now conclude that for all s large enough the sum of the
three terms in (4.11) is bounded by �t2s{p4κq.

Let us consider the second summand in (4.10). Using Markov’s and Hölder’s inequal-
ities, we estimate as before

lnPtts{2� Upsq �G ¤ 1u ¤ lnP
 
eUpsq�G ¥ ets{2�1

( ¤ ln
�
e�ts{2�1EeUpsq�G

�
¤ �ts

2
� 1� 1

2
lnEe2Upsq � 1

2
lnEe2G

¤ �ts
2
� 1�

m̧

i�1

ci � 1

2

m̧

i�1

ln
�
1� 2pt1 � sqc2i

�

� 2pt1 � sqe2cm�1

8̧

i�m�1

c3i �
1

2
lnEe2G,

which can be bounded (via the same reasoning we applied in bounding (4.11)) by � ts
4

for
all large s.

To summarize, we now know that, for all sufficiently large s, the survival probability
P tσκ,t,c ¥ su is dominated from above by 2 expt�smintt{4, t2{p4κquu. This multiple
exponent (a function of t and κ) is not the best (largest) possible, but we are not interested
in optimial parameter in the present context. Since exponential tails of the distribution are
clearly sufficient for finite moment of any order, the proposition is proved.
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