FROM ISOMETRIC EMBEDDINGS TO TURBULENCE
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1. Introduction

The following paradox concerning isometric embeddings of the sphere $S^2$ is well-known: whereas the only $C^2$ isometric embedding of $S^2$ into $\mathbb{R}^3$ is the standard embedding modulo rigid motion, there exist many $C^1$ isometric embeddings which can *wrinkle* $S^2$ into arbitrarily small regions. The latter *flexibility* follows from the celebrated Nash-Kuiper theorem [Nas54, Ku55]. The proof involves an iteration scheme called convex integration which turned out to have surprisingly wide applicability.

More generally, this type of flexibility appears in a variety of different geometric contexts and is known as the *h-principle* [Gro86]. But one has to distinguish two contrasting cases. In problems which are formally (highly) under-determined, such as isometric embeddings into Euclidean space with high codimension, one might expect to find flexibility among smooth solutions. On the other hand in problems which are formally determined (or even in some cases over-determined), like embedding a surface into $\mathbb{R}^3$, the flexibility can only be expected at very low regularity. In fact this can be taken as a rule of thumb: the h-principle may appear in either high
codimension or low regularity. In both cases new techniques are required because of
the essential non-uniqueness. However, the techniques for proving the h-principle
differ substantially in the two cases.

Quite surprisingly, the same ideas can be applied to a variety of equations from
fluid dynamics. These examples obviously belong to the “low regularity” case. The
purpose of these notes is to explain how suitable variants of convex integration
can be used to construct very large sets of weak solutions to such equations, most
prominently to the incompressible Euler equations.

After a brief survey, based on [DLS12b] of the available results concerning weak
solutions, we present the original proof due to Nash of the celebrated Nash-Kuiper
theorem. There are very good presentations already available in the literature, for
instance [EM02]. However, contrary to geometry texts, our purpose is first to isolate
the key ideas and transfer them from $C^1$ to a Lipschitz setting, where they can be
applied to weak solutions of the Euler equations. In fact, these ideas can be applied
in a very general framework, originally due to L. Tartar [Tar79], which consists of a
plane-wave analysis in the phase space. This framework has been developed in the
last 20 years to a very powerful theory, see [DM97, MS03]. We then show that with
this framework at hand, the celebrated results of Scheffer and Shnirelman [Sch93,
Shn97, Shn00] concerning the existence of weak solutions to the Euler equations
with compact support in space-time, can be recovered [DLS09, DLS10].

Finally, we take another look at the Nash-Kuiper theorem and analyse whether
the construction can be extended to produce more regular solutions [Bor65, Bor04,
CDLS12]. The motivation for this comes from Onsager’s theory of turbulence
[Ons49], which predicts the existence of certain weak solutions of the Euler equa-
tions.

### 2. Non-uniqueness for the Euler equations

In this section we give a brief survey of what is known concerning weak solutions
of the incompressible Euler equations. For simplicity we will restrict attention to
periodic boundary conditions. A more complete survey can be found in [DLS12b].

The incompressible Euler equations can be written as

\[
\begin{aligned}
\partial_t v + \text{div}(v \otimes v) + \nabla p &= 0, \\
\text{div } v &= 0, \\
v(0, \cdot) &= v_0,
\end{aligned}
\]

where the unknowns $v$ and $p$ are, respectively, a vector field and a scalar function
defined on $\mathbb{T}^n \times [0,T)$, where $\mathbb{T}^n$ is the $n$-dimensional (flat) torus.

By a weak solution we mean, as usual, an $L^2$ vector field which solves the equa-
tions in the sense of distributions. In other words $v \in L^2(\mathbb{T}^n \times (0,T))$ is a weak
solution of the incompressible Euler equations if

\[
\int_0^T \int_{\mathbb{T}^n} \partial_t \varphi \cdot v + \nabla \varphi : v \otimes v \, dx dt = 0
\]

for all $\varphi \in C^\infty(\mathbb{T}^n \times (0,T); \mathbb{R}^n)$ with $\text{div } \varphi = 0$ and

\[
\int_0^T \int_{\mathbb{T}^n} v \cdot \nabla \psi \, dx dt = 0 \quad \text{for all } \psi \in C^\infty(\mathbb{T}^n \times (0,T)).
\]
When $v_0 \in L^2(T^n)$, the vector field $v$ is a weak solution of \eqref{1} if \eqref{2} can be replaced by

\begin{equation}
\int_0^T \int_{\mathbb{T}^n} \partial_t \varphi \cdot v + \nabla \varphi : v \otimes v \, dx \, dt + \int_{\mathbb{T}^n} \varphi(x, 0) \cdot v_0(x) \, dx = 0
\end{equation}

for all $\varphi \in C^\infty(\mathbb{R}^n \times [0, T); \mathbb{R}^n)$ with $\text{div} \varphi = 0$.

The first non-uniqueness result for weak solutions of \eqref{1} is due to Scheffer in his groundbreaking paper [Sch93]. The main theorem of [Sch93] states the existence of a nontrivial weak solution in $L^2(\mathbb{T}^2 \times \mathbb{R})$ with compact support in space and time. Later on Shnirelman in [Shn97] gave a different proof of the existence of a nontrivial weak solution in $L^2(T^2 \times \mathbb{R})$ with compact support in time. In these constructions it is not clear if the solution belongs to the energy space $L^\infty(0, T; L^2(T^n))$.

In the paper [DLS09] a relatively simple proof of the following stronger statement was given:

\textbf{Theorem 2.1} (Non-uniqueness of weak solutions). There exist infinitely many compactly supported weak solutions of the incompressible Euler equations in any space dimension. In particular there are infinitely many solutions $v \in L^\infty(0, T; L^2(T^n))$ to \eqref{1} for $v_0 = 0$ and arbitrary $n \geq 2$.

In fact, with similar techniques one can construct solutions to arbitrary initial data in the sense of \eqref{4}, see [Wie11].

\textbf{Theorem 2.2} (Global existence for weak solutions). Let $v_0 \in L^2(T^n)$ be a solenoidal vectorfield. Then there exist infinitely many global weak solutions of \eqref{1} with bounded energy, i.e. such that

$$E(t) = \frac{1}{2} \int_{\mathbb{T}^n} |v(x, t)|^2 \, dx$$

is bounded. Moreover $E(t) \to 0$ as $t \to \infty$.

The weak solutions constructed in Theorems 2.1-2.2 are in general such that the kinetic energy $\int |v(x, t)|^2 \, dx$ has an instantaneous jump at time zero, in particular the energy is allowed to increase. On the other hand on physical grounds one might impose that the energy should be non-increasing. It is quite remarkable that this condition already singles out the unique classical solution if it exists [Lio96]:

\textbf{Theorem 2.3} (Weak-strong uniqueness). Let $v \in L^\infty([0, T), L^2(T^n))$ be a weak solution of \eqref{1} with the additional property that $\nabla v + \nabla v^T \in L^1([0, T), L^\infty(T^n))$. Assume that $w \in L^\infty([0, T), L^2(T^n))$ is another weak solution of \eqref{1} satisfying

\begin{equation}
\int_{\mathbb{T}^n} |w(x, t)|^2 \, dx \leq \int_{\mathbb{T}^n} |v_0|^2(x) \, dx \quad \text{for a.e. } t.
\end{equation}

Then $w$ coincides with $v$ as long as the latter exists.

This theorem has recently been generalized to admissible measure-valued solutions in [BDLS11], leading to the observation that dissipative solutions of P.L. Lions are essentially the same as admissible measure-valued solutions.

In light of this weak-strong uniqueness, let us pause for a moment to discuss the issue of energy conservation. It is easy to see that $C^1$ solutions of the incompressible Euler equations satisfy the following identity, which expresses the conservation of...
the kinetic energy in local form:

$$\frac{\partial}{\partial t} \frac{|v|^2}{2} + \text{div} \left( \frac{|v|^2}{2} + p \right) v = 0.$$  

Integrating (6) in space we formally get the conservation of the total kinetic energy

$$\frac{d}{dt} \int_{\mathbb{T}^n} \frac{|v|^2}{2} (x,t) \, dx = 0.$$  

For weak solutions, the energy conservation (7) might be violated, and indeed, this possibility has been considered for a rather long time in the context of 3 dimensional turbulence. In his famous note [Ons49] about statistical hydrodynamics, Onsager considered weak solutions satisfying the H"older condition

$$|v(x,t) - v(x',t)| \leq C |x - x'|^\alpha,$$

where the constant $C$ is independent of $x, x' \in \mathbb{T}^3$ and $t$. He conjectured that

(a) Any weak solution $v$ satisfying (8) with $\alpha > \frac{1}{3}$ conserves the energy;

(b) For any $\alpha < \frac{1}{3}$ there exist weak solutions $v$ satisfying (8) which do not conserve the energy.

This conjecture is also very closely related to Kolmogorov’s famous K41 theory [Kol91] for homogeneous isotropic turbulence in 3 dimensions. We refer the interested reader to [Fri95, Rob03, ES06]. Part (a) of the conjecture is by now fully resolved: it has first been considered by Eyink in [Eyi94] following Onsager’s original calculations and proved by Constantin, E and Titi in [CET94]. Slightly weaker assumptions on $v$ (in Besov spaces) were subsequently shown to be sufficient for energy conservation in [DR00a, CCFS08].

Concerning part (b) of the conjecture, therefore it is of interest to study the possibility that for sufficiently irregular weak solutions the energy is decreasing in time. In particular, this motivates studying admissible weak solutions.

The first example of a weak solution in the energy space for which the energy is a strictly decreasing function of time was produced by A. Shnirelman in [Shn00].

More generally, it turns out that one can construct weak solutions $v$ with prescribed energy density $\frac{1}{2}|v|^2$ - in other words, for a given positive function $\bar{\epsilon}(x,t)$ we can find a weak solution $v$ of the Euler equations such that $\frac{1}{2}|v|^2 = \bar{\epsilon}$. Let us delay stating the precise result until Section 6, and focus in this introduction on the following striking consequence: admissible weak solutions need not be unique. A particularly simple demonstration is furnished by the following example. Consider the following solenoidal vector field in $\mathbb{T}^2 = (-\pi, \pi)^2$:

$$v_0(x) = \begin{cases} 
(1, 0) & \text{if } x_2 \in (-\pi, 0) \\
(-1, 0) & \text{if } x_2 \in (0, \pi)
\end{cases}$$

and extended periodically. We have the following result from [Szé11]:

**Theorem 2.4 (The vortex-sheet is wild).** For $v_0$ as in (9) there are infinitely many weak solutions of (1) on $\mathbb{T}^2 \times [0, \infty)$ which satisfy (5).

Any initial data $v_0$ which leads to non-uniqueness of admissible weak solutions is, a fortiori, irregular. Indeed, this follows from the weak-strong uniqueness Theorem 2.3 together with classical local existence results for regular initial data. We call initial data, for which admissible weak solutions are not unique, “wild”. One might
ask how large the set of these “wild” initial data is. It turns out that this is a dense set in $L^2$, see Theorem 2 in [SW12]:

**Theorem 2.5 (Density of wild initial data).** The set of wild initial data is dense in the space of $L^2$ solenoidal vectorfields.

For a thorough discussion of further, more stringent “admissibility” criteria based on (6)-(7) we refer the reader to [DLS10, DLS12b].

Coming back to Onsager’s conjecture, recently weak solutions in dimension $n = 3$ satisfying (8) were constructed in [DLS13, DLS12a], where the energy is strictly decreasing. More precisely,

**Theorem 2.6 (Non-conservation of energy).** Let $e : [0, 1] \to \mathbb{R}$ be a smooth positive function. For every $\alpha < \frac{1}{10}$ there exists a weak solution $v \in C(T^3 \times [0, 1])$ such that (8) holds and

$$e(t) = \int_{T^3} |v(x, t)|^2 \, dx \quad \forall t \in [0, 1].$$

In fact the pressure also enjoys additional Hölder regularity, see [DLS12a] for details. A presentation of the proof of this result would go beyond the scope of these notes. We will show how to improve the Nash-Kuiper result to $C^{1,\alpha}$ in Section 7. Although several additional ideas are needed for the proof of Theorem 2.6, we hope that the reader will be at least convinced by the philosophy of these lecture notes, namely that the analogies between weak solutions of the Euler equations and rough isometric embeddings are far reaching, so that a proof of Theorem 2.6 should go along the lines of the more explicit proof in Section 7 for embeddings.

All of the results presented in this section rely on a general construction called convex integration. In the next couple of sections we will develop this theory in some detail, starting with a seemingly completely unrelated problem: the construction of isometric embeddings.

## 3. The Nash-Kuiper Theorem

The starting point for the story of convex integration is the following very surprising theorem.

**Theorem 3.1 (Nash-Kuiper).** Let $(M^n, g)$ be a smooth compact manifold, $m \geq n + 1$ and

$$u : M^n \rightarrow \mathbb{R}^m$$

a short embedding. Then $u$ can be uniformly approximated by $C^1$ isometric embeddings.

Recall that a short map is one which shrinks distances, in other words

$$\ell(u \circ \gamma) \leq \ell(\gamma)$$

for any $C^1$ curve $\gamma \subset M^n$, where $\ell$ denotes the length.

A way to “visualize” this theorem is to imagine wrinkling the standard $n$-sphere $S^n \subset \mathbb{R}^{n+1}$ inside a very tiny ball $B_\varepsilon$. Indeed, the map which homothetically shrinks $S^n \rightarrow \varepsilon S^n$ is clearly a short embedding. Therefore the theorem implies that in a $C^0$ neighbourhood of this shrinking map there exist $C^1$ isometric embeddings; in
particular there exist $C^1$ isometric images of $S^n$ in an arbitrarily small neighbourhood of $\varepsilon S^n$. It is on the other hand important to note, that, since the isometry constructed is $C^1$, the process is very different from the "usual" crumpling of paper for instance. The latter produces folds, leading to a Lipschitz map, whereas the Nash-Kuiper theorem produces continuous tangents. In dimension $n = 1$ this is pretty trivial, see Figure 1, even with a smooth isometric embedding. On the other hand for dimension $n \geq 2$ the classical rigidity of the sphere [CV27, Her43] implies that any such isometry cannot be $C^2$. We will briefly return to the issue of rigidity in Section 7. For a comprehensive introduction to rigidity we refer to Chapter 12 in [Spi79].

3.1. **Local version in codimension 2.** In order to isolate the analytical ideas in the proof of the Nash-Kuiper theorem, it helps to first consider a local version. Let $\Omega \subset \mathbb{R}^n$ be an open and bounded set with $C^1$ boundary, which we can think of as a coordinate patch on $M^n$, and let $g$ be a smooth metric on $\Omega$. In other words, $g \in C^\infty(\overline{\Omega}; \mathcal{P})$, where

$$\mathcal{P} = \{n \times n \text{ positive definite matrices}\}.$$ 

Furthermore, let $m \geq n + 1$. A map $u : \overline{\Omega} \rightarrow \mathbb{R}^m$ is an immersion if

$$\nabla u^T \nabla u = (\partial_i u \cdot \partial_j u)_{i,j=1,...,n}$$ 

is non-singular for every $x \in \overline{\Omega}$. Moreover, in this case $\nabla u^T \nabla u$ is the induced metric on the image $u(\Omega)$. Thus, the immersion is short if

$$\nabla u^T \nabla u \leq g \quad \text{in } \Omega$$

in the sense of quadratic forms, and it is isometric if

$$\nabla u^T \nabla u = g \quad \text{in } \Omega.$$ 

A smooth strictly short immersion is therefore an immersion $u \in C^\infty(\overline{\Omega}; \mathbb{R}^m)$ such that

$$\nabla u^T \nabla u < g \quad \text{in } \overline{\Omega}.$$ 

**Theorem 3.2.** Let $m \geq n + 2$ and $u : \Omega \rightarrow \mathbb{R}^m$ a smooth strictly short immersion. For any $\varepsilon > 0$ there exists $\tilde{u} \in C^1(\overline{\Omega}; \mathbb{R}^m)$ such that $\|u - \tilde{u}\|_{C^0(\Omega)} < \varepsilon$ and

$$\nabla \tilde{u}^T \nabla \tilde{u} = g \enspace \text{in } \overline{\Omega}.$$
Before proceeding to the proof, let us show the main idea of Nash. Let \( u \) be a strictly short map as in Theorem 3.2. Then \( u(\Omega) \subset \mathbb{R}^m \) is a smooth submanifold of codimension at least 2. Therefore we can choose two linearly independent unit normal vectors \( \zeta, \eta \) to \( u(\Omega) \). In other words, there exist \( \zeta, \eta \in C^\infty(\overline{\Omega}; \mathbb{R}^m) \) such that for all \( x \in \Omega \)

\[
|\zeta| = |\eta| = 1, \quad \zeta \cdot \eta = 0, \quad \text{and} \quad \nabla u^T \zeta = \nabla u^T \eta = 0.
\]

Next, let \( \xi \in S^{n-1} \) a direction in \( \mathbb{R}^n \) and set

\[
v(x) = u(x) + \frac{a(x)}{\lambda} \left( \sin(\lambda x \cdot \xi) \zeta(x) + \cos(\lambda x \cdot \xi) \eta(x) \right)
\]

for some amplitude \( a \) and frequency \( \lambda \gg 1 \). Then

\[
\nabla v = \nabla u + a(x) \left( \cos(\lambda x \cdot \xi) \zeta \otimes \xi - \sin(\lambda x \cdot \xi) \eta \otimes \xi \right) + O \left( \frac{1}{\lambda} \right),
\]

so that, because of (12)

\[
\nabla v^T \nabla v = \nabla u^T \nabla u + a^2(x) \xi \otimes \xi + O \left( \frac{1}{\lambda} \right).
\]

In other words, the spiral perturbation in (13) leads to a new map \( v \), whose induced metric, given by (15) is – up to an error of size \( \lambda^{-1} \) – increased in the direction of \( \xi \) by an amount \( a^2 \) and is not changed in orthogonal directions. This is where the shortness assumption comes into play: since \( u \) is assumed to be strictly short, we can write

\[
g - \nabla u^T \nabla u = \sum_k a_k^2 \xi_k \otimes \xi_k.
\]

Then, by successively adding spirals as in (13) and choosing \( \lambda \) in each step sufficiently large, we should be able to correct the initial metric, up to an arbitrarily small error. Moreover, (14) implies that

\[
\|\nabla v - \nabla u\|_{C^0(\Omega)} \sim \|a\|_{C^0(\Omega)} + O \left( \frac{1}{\lambda} \right)
\]

whereas from (16) we obtain

\[
\|a\|_{C^0(\Omega)} \leq \|g - \nabla u^T \nabla u\|_{C^0(\Omega)}^{1/2}.
\]

In this way it is possible to control the \( C^1 \) norm of the perturbations.

There is, however, one important detail: the calculations just shown only work if the direction \( \xi \) in (13) is independent of \( x \). Therefore in (16) one cannot simply diagonalize the positive definite matrix \( g(x) - \nabla u(x)^T \nabla u(x) \) for each \( x \). Instead, we define a kind of partition of unity on \( \mathcal{P} \), the space of positive definite matrices.

**Lemma 3.3** (Decomposing the metric error). There exists a sequence \( \{\xi^k\} \) of unit vectors in \( \mathbb{R}^n \) and a sequence \( \Gamma_k \in C^\infty_c(\mathcal{P}; [0, \infty)) \) such that

\[
A = \sum_k \Gamma_k^2(A) \xi_k \otimes \xi_k \quad \forall A \in \mathcal{P},
\]

and there exists a number \( N \in \mathbb{N} \) depending only on \( n \) such that, for all \( A \in \mathcal{P} \) at most \( N \) of the \( \Gamma_k(A) \) are nonzero.
Moreover, each $A$ of Proposition 3.4 (Stage: reducing the metric error) gives a decomposition for $A$ into primitive metrics as in Lemma 3.3 and successively adding each primitive functions $\mu_{i,j} : S^{(i)} \to (0, 1)$ such that

$$A = \sum_j \mu_{i,j}^2 (A) A_j^{(i)}$$

for all $A \in S^{(i)}$. Moreover, each $A_j^{(i)}$, being diagonalizable and positive definite, can be written as

$$A_j^{(i)} = (c_{j,1}^{(i)})^2 c_{j,1}^{(i)} \otimes \xi_{j,1}^{(i)} + \cdots + (c_{j,n}^{(i)})^2 c_{j,n}^{(i)} \otimes \xi_{j,n}^{(i)}$$

where $c_{j,k}^{(i)} \in \mathbb{R}$ and $\xi_{j,k}^{(i)} \in S^{n-1}$. Finally, let $\psi_i$ be a partition of unity subordinate to $S_i$, i.e. such that

$$\text{supp } \psi_i \subset \subset S_i, \quad \sum_i \psi_i^2 = 1 \text{ in } \mathcal{P}_1.$$

Then

$$A = \sum_{i=1}^{\infty} \sum_{j=1}^{n(n+1)} \sum_{k=1}^{n} \left( \psi_i(A) \mu_{i,j}(A) c_{j,k}^{(i)} \right)^2 \xi_{j,k}^{(i)} \otimes \xi_{j,k}^{(i)}$$

gives a decomposition for $A \in \mathcal{P}_1$. For general $A \in \mathcal{P}$ this leads to the required decomposition

$$A = \sum_{i=1}^{\infty} \sum_{j=1}^{n(n+1)} \sum_{k=1}^{n} \text{tr}(A) \left( \psi_i \left( \frac{1}{\text{tr}(A)} A \right) \mu_{i,j} \left( \frac{1}{\text{tr}(A)} A \right) c_{j,k}^{(i)} \right)^2 \xi_{j,k}^{(i)} \otimes \xi_{j,k}^{(i)}$$

with $N = \frac{1}{2} N_0 n^2 (n+1)$.

\[ \square \]

In the terminology of Nash [Nas54] a \textit{stage} consists of decomposing the metric error into primitive metrics as in Lemma 3.3 and successively adding each primitive metric in \textit{steps} using the spirals (13). Thus, the goal of a stage is the following:

\textbf{Proposition 3.4} (Stage: reducing the metric error). \textit{Let $m \geq n+2$ and $u : \Omega \to \mathbb{R}^m$ a smooth strictly short immersion. For any $\varepsilon > 0$ there exists a smooth strictly short immersion $\tilde{u} : \Omega \to \mathbb{R}^m$ such that}

\begin{align*}
\| g - \nabla \tilde{u}^T \nabla \tilde{u} \|_{C^0(\Omega)} &\leq \varepsilon \\
\| \nabla u - \nabla \tilde{u} \|_{C^0(\Omega)} &\leq C \| g - \nabla \tilde{u}^T \nabla \tilde{u} \|_{C^0(\Omega)}^{1/2} \\
\| u - \tilde{u} \|_{C^0(\Omega)} &\leq \varepsilon
\end{align*}
Proof. Let \( h = g - \nabla u^T \nabla u \), so that \( h \in C^\infty(\overline{\Omega}; \mathcal{P}) \). According to Lemma 3.3

\[
(21) \quad h(x) = \sum_k a_k^2(x) \xi^k \otimes \xi^k,
\]

where

\[
a_k(x) := \Gamma_k(h(x)).
\]

Observe that the sum in (21) is finite with, say, \( M \in \mathbb{N} \) terms, since \( h(\overline{\Omega}) \) is a compact subset of \( \mathcal{P} \) and the covering in Lemma 3.3 is locally finite. Moreover, for each \( x \in \overline{\Omega} \) at most \( N \) of the coefficients \( a_k(x) \) are nonzero.

Fix \( 0 < \delta < 1/2 \) so that 
\[
h(x) \geq \delta \text{Id} \quad \text{in} \ \Omega.
\]

We define successively maps 
\[
u_0 = u, \ u_1, u_2, u_3, \ldots, u_M
\]
as follows. Given \( u_k \), let

\[
u_{k+1} = u_k + (1 - \delta) \frac{a_k}{\lambda_k} \left( \sin(\lambda_k x \cdot \xi^k) \zeta_k(x) + \cos(\lambda_k x \cdot \xi^k) \eta_k(x) \right),
\]

where \( \zeta_k, \eta_k \) are unit normal vector fields to \( u_k(\Omega) \), i.e. such that 
\[
|\zeta_k| = |\eta_k| = 1, \quad \zeta_k \cdot \eta_k = 0, \quad \text{and} \quad \nabla u_k^T \zeta_k = \nabla u_k^T \eta_k = 0,
\]

and \( \lambda_k \) is sufficiently large so that

\[
\| \nabla u_k^{T+1} \nabla u_{k+1} - (\nabla u_k^T \nabla u_k + (1 - \delta) a_k^2 \xi^k \otimes \xi^k) \|_{C^0(\Omega)} \leq \frac{\delta^2}{2M}.
\]

This is possible in view of (15). Observe that both the normal fields \( \zeta_k, \eta_k \) and the choice of frequency \( \lambda_k \) depend on the map \( u_k \). Then \( u_M \) satisfies

\[
\| g - \nabla u_M^T \nabla u_M - \delta h \|_{C^0(\Omega)} \leq \frac{\delta^2}{2},
\]

hence

\[
g - \nabla u_M^T \nabla u_M \geq \delta h - \frac{\delta^2}{2} \text{Id} \geq \frac{\delta^2}{2} \text{Id} > 0
\]

for all \( x \in \Omega \). Therefore \( u_M \) is strictly short and moreover

\[
(22) \quad \| g - \nabla u_M^T \nabla u_M \|_{C^0(\Omega)} \leq \delta \| h \| + \frac{\delta^2}{2}.
\]

Furthermore, from (14) we obtain, for \( \lambda_k \) sufficiently large,

\[
(23) \quad |\nabla u_M(x) - \nabla u(x)| \leq \sum_k [a_k(x)] + \delta
\]

for any \( x \in \Omega \). On the other hand, from (21) we see – by taking the trace – that

\[
\| a_k \|_{C^0(\Omega)} \leq \| g - \nabla u^T \nabla u \|_{C^0(\Omega)}^{1/2}
\]

for each \( k \). Therefore, since for each \( x \in \Omega \) the sum in (23) contains at most \( N \) terms, we obtain

\[
(24) \quad \| \nabla u_M - \nabla u \|_{C^0(\Omega)} \leq N \| g - \nabla u^T \nabla u \|_{C^0(\Omega)}^{1/2} + N \delta
\]

Similarly, we obtain from (13)

\[
(25) \quad \| u_M - u \|_{C^0(\Omega)} \leq \delta.
\]

Thus, by choosing \( \delta > 0 \) sufficiently small, from (22), (24) and (25) we deduce (18)-(20) for \( \tilde{u} = u_M \) with \( C = 2N \). \( \square \)
**Proof of Theorem**??

Let $\varepsilon_k \to 0$ be a sequence such that

$$\sum_k \varepsilon_k \leq \varepsilon \quad \text{and} \quad \sum_k \varepsilon_k^{1/2} < \infty.$$ 

Using Proposition 3.4 we obtain a sequence of smooth, strictly short maps $u_k \in C^\infty(\Omega; \mathbb{R}^m)$ such that $u_0 = u$ and for $k \geq 1$

$$\|g - \nabla u_k^T \nabla u_k\|_{C^0(\Omega)} \leq \varepsilon_k,$$

$$\|\nabla u_{k+1} - \nabla u_k\|_{C^0(\Omega)} \leq C \varepsilon_k^{1/2},$$

$$\|u_{k+1} - u_k\|_{C^0(\Omega)} \leq \varepsilon_{k+1}.$$

Therefore $u_k$ is a Cauchy sequence in $C^1$ and converges to a limit $\tilde{u} \in C^1(\Omega; \mathbb{R}^m)$.

It follows then, that $\tilde{u}$ satisfies

$$\nabla \tilde{u}^T \nabla \tilde{u} = g \text{ in } \Omega$$

$$\|u - \tilde{u}\|_{C^0(\Omega)} \leq \sum_k \varepsilon_k \leq \varepsilon$$

This completes the proof.

3.2. **Extensions.** In this section we describe how to modify the proofs from Section 3.1 in order to prove the general statement of Theorem 3.1. This involves modifications in the following directions:

- from $m = n + 2$ to $m = n + 1$;
- from single charts to general manifolds;
- from immersions to embeddings.

**The case** $m = n + 1$.

Recall that the building block in the construction for the codimension 2 case was the spiral in (13). In codimension 1 we need to replace this by corrugations (called *strains* in [Kui55]). More precisely, let

$$\gamma: \Omega \times S^1 \to \mathbb{R}^2; \quad (x, t) \mapsto (\gamma_1, \gamma_2)$$

be a family of closed curves (i.e. $2\pi$-periodic in $t$), parametrized by $x \in \Omega$, and set

$$v(x) = u(x) + \frac{1}{\lambda} \left( \gamma_1(x, \lambda x \cdot \xi) \zeta(x) + \gamma_2(x, \lambda x \cdot \xi) \eta(x) \right),$$

where $\eta$ is the (unique) normal vector to $u(\Omega)$ as before, and $\zeta$ is still to be chosen. The new induced metric is then

$$\nabla u^T \nabla v = \nabla u^T \nabla u + \dot{\gamma}_1 \left( \nabla u^T \zeta \otimes \xi + \xi \otimes \nabla u^T \zeta \right) + \left( \dot{\gamma}_1^2 |\zeta|^2 + \dot{\gamma}_2^2 \right) \xi \otimes \xi + O \left( \frac{1}{\lambda} \right),$$

where $\dot{\gamma}$ denotes the derivative with respect to $t$. Thus, the natural choice for $\zeta$ is such that $\nabla u^T \zeta = \xi$, i.e.

$$\zeta = \nabla u (\nabla u^T \nabla u)^{-1} \xi,$$

so that the metric change becomes $(2 \dot{\gamma}_1 + |\xi|^2 \dot{\gamma}_1^2 + \dot{\gamma}_2^2) \xi \otimes \xi$. A slightly more clever choice of vectors can lead to a more symmetric form: set

$$\tilde{\zeta} = \frac{\zeta}{|\zeta|^2}, \quad \tilde{\eta} = \frac{\eta}{|\xi|},$$
Figure 2. “Convex Integration”: construct $\gamma$ first with average zero, then integrate. The figure shows $\dot{\gamma}$ for the codimension 1 left and codimension 2 right.

and replace $\zeta, \eta$ by $\tilde{\zeta}, \tilde{\eta}$ in (26). We obtain

$$\nabla v^T \nabla v = \nabla u^T \nabla u + \frac{1}{|\zeta|^2} (2 \dot{\gamma}_1 + \dot{\gamma}_2^2 + \dot{\gamma}_2^3) \xi \otimes \xi + O \left( \frac{1}{\lambda} \right).$$

Hence, in order to recover (15) we need to choose $\gamma$ so that

(i) $(1 + \dot{\gamma}_1)^2 + \dot{\gamma}_2^2 = |\zeta|^2 a^2 + 1$;
(ii) $t \mapsto \gamma(x,t)$ is $2\pi$-periodic.

Observe that (i) should not be viewed a differential equation, since for any fixed $x$ we can directly solve for $\dot{\gamma}$ and integrate in $t$, provided we replace (ii) by

(ii') $t \mapsto \dot{\gamma}(x,t)$ is $2\pi$-periodic with average 0.

Thus, $\dot{\gamma}$ is required to solve an inclusion (i.e. take values on a circle) with average zero. In particular the origin needs to lie in the convex hull of the values of $\dot{\gamma}$.

Note that along the iteration of stages, the amplitude $a$ will be small whereas $|\zeta|$ will stay order one (c.f. Proposition 3.4). Therefore we may write $\sqrt{1 + |\zeta|^2 a^2} \sim 1 + a^2$, see Figure 2 left. If we choose $\dot{\gamma}$ to take values only in the thickened part of the circle, we can ensure $|\dot{\gamma}| \leq C |a|$, which leads to the $C^1$-estimate as in (17). The rest of the proof is now precisely as in the codimension 2 case.

**General manifolds.**

Fix a covering of the manifold $M$ by coordinate charts

$$M \subset \bigcup_p U_p$$

with an associated partition of unity $\{\phi_p\}$ so that $\sum_p \phi_p = 1$ and $\phi_p \in C_\infty^c(U_p)$. Given a map $u : M \to \mathbb{R}^m$ let $u^* e$ be the pullback of the standard Euclidean metric through $u$. At each stage, i.e. in the analogue of Proposition 3.4, we decompose the metric error

$$h = g - u^* e$$

into primitive metrics in the different charts as

$$h(x) = \sum_{k,p} \phi_p(x) a_k^2(x) \xi_k \otimes \xi_k,$$
where \( a_k(x) = \Gamma_k(h(x)) \) as before. The proof of Proposition 3.4 can now be carried out with this decomposition in place of (21).

**Embeddings.**

In order to obtain embeddings, we need to ensure at each step that the perturbation (13) or (26) does not lead to self-intersections. To this end assume that we start with a smooth strictly short embedding \( u \). Recall from (15) that the perturbation is chosen in such a way that

\[
\| v - u \|_{C^0} \to 0 \text{ with } \lambda \to \infty,
\]

and

\[
\nabla v^T \nabla v = \nabla u^T \nabla u + a^2 \xi \otimes \xi + O \left( \frac{1}{\lambda} \right).
\]

Let \( x, y \in M \) be two points sufficiently close (in particular contained in a single chart). By the mean value theorem we find \( z \) on the line segment connecting \( x \) and \( y \) such that

\[
v(y) - v(x) = \nabla v(z)(y - x),
\]

and consequently

\[
|v(y) - v(x)|^2 = \langle \nabla v(z)^T \nabla v(z)(y - x), (y - x) \rangle
\]

\[
\geq \langle \nabla u(z)^T \nabla u(z)(y - x), (y - x) \rangle + O \left( \frac{1}{\lambda} |x - y|^2 \right)
\]

\[
\geq |u(x) - u(y)|^2 \left( 1 + o(|x - y|) + O \left( \frac{1}{\lambda} \right) \right),
\]

where we have used that \( \nabla u \) is continuous. Observe that, since along the iteration the gradients converge uniformly, the estimate above is uniform along the iteration.

Therefore there exists \( \varepsilon > 0 \) and \( \lambda_0 > 1 \) so that for all \( \lambda \geq \lambda_0 \)

\[
|v(y) - v(x)| \geq \frac{1}{2} |u(y) - u(x)| \text{ whenever } |x - y| < \varepsilon.
\]

This ensures that no self-intersections are created locally. On the other hand, global self-intersections can be prevented using the \( C^0 \)-control: given \( \varepsilon > 0 \) (28) implies the convergence

\[
\frac{|v(y) - v(x)|}{|u(y) - u(x)|} \to 1 \text{ as } \lambda \to \infty
\]

uniformly in the set \( \{(x, y) \in M \times M : |x - y| \geq \varepsilon \} \). Therefore there exists \( \lambda_1 > 1 \) so that for all \( \lambda \geq \lambda_1 \)

\[
|v(y) - v(x)| \geq \frac{1}{2} |u(y) - u(x)| \text{ whenever } |x - y| \geq \varepsilon.
\]

In conclusion, for sufficiently large \( \lambda \) the new map \( v \) is also an embedding.

**3.3. The Lipschitz case.** In the equidimensional case \( C^1 \) isometries do not enjoy the flexibility of Theorem 3.1. Indeed, it is very easy to see that any \( C^1 \) isometric map \( \Omega \subset \mathbb{R}^n \to \mathbb{R}^n \) is necessarily locally affine (Liouville’s theorem). One can consider Lipschitz maps instead. However, this leads to (at least) two different problem descriptions.

(A) \( u : \Omega \subset \mathbb{R}^n \to \mathbb{R}^n \) Lipschitz with

\[
\nabla u(x)^T \nabla u(x) = g(x) \quad \text{a.e. } x;
\]
(B) the length of all rectifiable curves $\Gamma$ is preserved in the sense that
\[ \int_0^l \sqrt{g(\dot{\Gamma}(t), \dot{\Gamma}(t))} \, dt = \int_0^l |\nabla u(\Gamma(t)) \dot{\Gamma}(t)| \, dt. \]

It is not difficult to see that (B) $\Rightarrow$ (A). Conversely, there exist maps satisfying (A) which do not satisfy (B). We will see this later in Section 5.1.

Although (B) is clearly a geometrically more "correct" notion of isometry, we will concentrate on maps satisfying (A). The reason for this is that the type of map satisfying (A) can be seen as the analogue of $L^\infty$ weak solutions of the Euler equations as seen in Section 2.

**Theorem 3.5.** Let $u : \Omega \to \mathbb{R}^n$ be a smooth strictly short map. For any $\epsilon > 0$ there exists a Lipschitz map $\tilde{u} : \Omega \to \mathbb{R}^n$ such that $\|u - \tilde{u}\|_{C^0(\Omega)} < \epsilon$ and
\[ \nabla u(x)^T \nabla u(x) = g(x) \text{ a.e. } x \in \Omega. \]

Although this theorem is essentially trivial (think of crumpling a piece of paper!) compared to Theorem 3.1, it is instructive to look at the analogues of the estimates in Proposition 3.4.

**Proposition 3.6 (Stage in the Lipschitz case).** Let $u : \Omega \to \mathbb{R}^n$ be a smooth strictly short map. For any $\epsilon > 0$ there exists a smooth strictly short map $\tilde{u} : \Omega \to \mathbb{R}^n$ such that
\[ \int_{\Omega} \text{tr}(g - \nabla \tilde{u}^T \nabla \tilde{u}) \, dx \leq \epsilon \]
\[ \int_{\Omega} |\nabla u - \nabla \tilde{u}|^2 \, dx \leq C \int_{\Omega} \text{tr}(g - \nabla u^T \nabla u) \, dx \]
\[ \|u - \tilde{u}\|_{C^0(\Omega)} \leq \epsilon \]

Actually, (31) essentially follows from the shortness (11) and the uniform estimate (32). To see this, let us write
\[ \text{tr}(g - \nabla \tilde{u}^T \nabla \tilde{u}) = \text{tr}(g - \nabla u^T \nabla u) - 2 \langle \nabla u, \nabla \tilde{u} - \nabla u \rangle - |\nabla \tilde{u} - \nabla u|^2. \]

Integrating by parts over $\Omega$ we obtain
\[ \int_{\Omega} (\nabla u, \nabla \tilde{u} - \nabla u) \, dx = -\int_{\Omega} \Delta u \cdot (\tilde{u} - u) \, dx + \int_{\partial \Omega} (Du, (\tilde{u} - u) \otimes \nu) \]
and hence, using that $\tilde{u}$ is short, we deduce
\[ \int_{\Omega} |\nabla \tilde{u} - \nabla u|^2 \, dx \leq \int_{\Omega} \text{tr}(g - \nabla u^T \nabla u) + C\|u\|_{C^2(\Omega)} \|\tilde{u} - u\|_{C^0(\Omega)}. \]

Therefore, choosing $\epsilon > 0$ sufficiently small in (32) we can conclude (31).

The upshot is that in the statement of Proposition 3.6 we are allowed to control the $C^0$-norm of the perturbation $\tilde{u} - u$ whilst retaining the (strict) shortness condition (11), which provides a uniform gradient bound. This controlled uniform convergence then leads to strong convergence of the gradient, c.f.[MS03].

**Sketch proof of Proposition 3.6.** The proof proceeds analogously to the proof of Proposition 3.4, except now the metric error is measured in the $L^1$-norm rather than the $C^0$ norm. In particular, we start by decomposing the metric error into primitive metrics, and define successively maps in order to add each primitive metric.
For a single step we now consider a perturbation of the form
\[ \tilde{u}(x) = u(x) + \frac{1}{\lambda} \gamma(x, \lambda x \cdot \xi) \tilde{\zeta}(x), \]
where, similarly to Section 3.2, \( \gamma : \Omega \times S^1 \rightarrow \mathbb{R} \), and
\[ \tilde{\zeta} = \frac{\zeta}{|\zeta|^2}, \quad \zeta = \nabla u(\nabla u^T \nabla u)^{-1} \xi. \]
The induced metric will then be
\[ \nabla \tilde{u}^T \nabla \tilde{u} = \nabla u^T \nabla u + \frac{1}{|\zeta|^2} (2\dot{\gamma} + \dot{\gamma}^2) \xi \otimes \xi + O\left(\frac{1}{\lambda}\right). \]
In order to achieve the desired metric perturbation, we would require
(i) \( (1 + \dot{\gamma})^2 = 1 + |\zeta|^2 a^2 \);
(ii) \( t \mapsto \dot{\gamma}(x, t) \) 2\pi-periodic with average zero.
However, the error estimate \( O\left(\frac{1}{\lambda}\right) \) in the metric change is only valid if \( \gamma \in C^1(\Omega \times S^1) \). Therefore we have to replace (i) by a pointwise upper bound
\[ (1 + \dot{\gamma})^2 \leq 1 + |\zeta|^2 a^2 \quad \forall x \in \Omega, \ t \in S^1 \]
together with an \textit{average} lower bound
\[ \frac{1}{2\pi} \int_0^{2\pi} \left[ a^2 - \frac{1}{|\zeta|^2} (2\dot{\gamma} + \dot{\gamma}^2) \right] dt \leq \varepsilon \quad \forall x \in \Omega. \]
The upper bound leads to the shortness condition (11). The estimate (30) follows from the average lower bound and the assertion, that for any \( f \in C(\Omega \times S^1) \)
\[ \int_\Omega f(x, \lambda x \cdot \xi) \, dx \rightarrow \int_\Omega \frac{1}{2\pi} \int_0^{2\pi} f(x, t) \, dt \, dx \]
as \( \lambda \rightarrow \infty \), applied to \( f = \frac{1}{|\zeta|^2} (2\dot{\gamma} + \dot{\gamma}^2) \).
The rest of the proof is exactly as the proof of Proposition 3.4.

We presented here a proof that follows the strategy of Nash. However, for Lipschitz differential inclusions a much more flexible and general technique is available. We will discuss this in the next section.

4. Convergence Strategies

In this chapter we discuss several ways of producing strongly convergent approximating sequences to differential inclusions from weakly convergent ones.

To motivate, let us revisit the Lipschitz version of the Nash theorem, Theorem 3.5. Let \( \Omega \subset \mathbb{R}^n \) for \( n \geq 2 \) be a bounded Lipschitz domain and let \( \Gamma \subset \overline{\Omega} \) be a closed subset with \(|\Gamma|=0\) (for instance \( \Gamma=\partial \Omega \)). Furthermore, let \( g \in C^\infty(\overline{\Omega}; \mathcal{P}) \) be a smooth metric on \( \Omega \) as before. Let
\[ X_0 = \{ u \in C^\infty(\overline{\Omega}) : \nabla u^T \nabla u < g \text{ in } \overline{\Omega} \text{ and } u|_{\Gamma} = 0 \} \]
\[ X = \text{closure of } X_0 \text{ in sup-norm} \]
and
\[ I(u) = \int_\Omega \text{tr} \left( g - \nabla u^T \nabla u \right) \, dx. \]
Observe that \( \|\nabla u\|_{C^0(\Omega)} \leq \|g\|_{C^0(\Omega)}^{1/2} \) for all \( u \in X_0 \), so that \( X \) consists of uniformly Lipschitz functions. Moreover, with the uniform topology \( X \) is a complete (in
fact compact) metric space. Note that $I$ is therefore well-defined on $X$, it is non-negative, but is not continuous (in fact it is upper-semicontinuous). The zero-set 
\[ \{ u \in X : I(u) = 0 \} \]
consists of Lipschitz mappings such that
\[
\begin{aligned}
\nabla u^T \nabla u &= g \quad \text{a.e. } x \in \Omega, \\
u(x) &= 0 \quad \forall x \in \Gamma.
\end{aligned}
\]
Proposition 3.6, applied to the open set $\Omega \setminus \Gamma$, can be restated as follows:
\[
\forall u \in X, \exists u_k \in X_0 \text{ such that } u_k \to u \text{ uniformly in } \Omega \text{ and } I(u_k) \to 0.
\]
The goal of this section is to give general statements that allow us to deduce from here

**Theorem 4.1.** The set \( \{ u \in X : I(u) = 0 \} \) is Baire-generic in $X$.

Here, Baire-generic means residual. Recall that in a metric space a set is said to be nowhere dense if its closure has empty interior. A residual set is then the countable union of nowhere dense sets. We refer to [Oxt80] for a general reference on Baire category.

In particular Theorem 4.1 implies that \( \{ u \in X : I(u) = 0 \} \) is dense in $X$. This shows that there exists a very large set of solutions of the problem (33).

The proof of Theorem 4.1 can be cast into a general framework for obtaining strongly convergent sequences from weakly convergent ones. Indeed, assuming $\Gamma$ is nonempty, we see that the uniform topology in $X$ is equivalent to the topology induced by weak convergence of $\nabla u$. Writing $z = \nabla u$, we could directly consider sequences $z_k$ with the constraint $\text{curl } z_k = 0$. We now consider the following “unconstrained” setting: let $\mathcal{D} \subset \mathbb{R}^d$ be an open bounded set and let
\[
X_0 \subset L^2(\mathcal{D}) \text{ bounded, } I : X_0 \to \mathbb{R} \text{ a functional}
\]
with the property such that
\[
\forall u \in X_0, \exists u_k \in X_0 \text{ such that } u_k \to u \text{ in } L^2 \text{ and } I(u_k) \to 0.
\]
Note that no continuity property is assumed on $I$. To have a simple but concrete setting in mind, consider the following example:

**Example 1.** Consider the set
\[
X_0 := \{ u \in L^\infty(0,1) : |u(x)| < 1 \text{ almost everywhere } \}
\]
and let $I(u) = \int_0^1 1 - |u(x)|^2 dx$. Given $u \in X_0$ consider the functions
\[
u_k(x) = u(x) + \frac{1}{2}(1 - |u(x)|^2) \sin(kx).
\]
It is easy to see that $u_k \in X_0$ for all $k$. Moreover, with $f_k(x) := \sin(kx)$
\[
f_k \overset{*}{\to} 0 \text{ and } f_k^2 \overset{*}{\to} 1/2 \text{ in } L^\infty(0,1),
\]
hence
\[
u_k \overset{*}{\to} u \text{ in } L^\infty(0,1) \text{ and } \limsup_{k \to \infty} I(u_k) \leq I(u) - \frac{1}{8} I(u)^2.
\]
Moreover, since all, set $v_j \to \infty$ (36) where $\langle \cdot \rangle$. Theorem 4.2. Let $X_0 \subset L^2(\mathcal{H})$ be a functional on $X$ which is continuous with respect to the strong topology. Assume that

$$\forall u \in X_0 \ \exists u_k \in X_0 \text{ with } u_k \to u \text{ in } L^2(\mathcal{H}), I(u_k) \to 0.$$ 

Then $\{u \in X : I(u) = 0\}$ is dense in $(X, d)$.

Proof. Let $u \in X_0$. It suffices to prove that for any $\delta > 0$ there exists $w \in X$ with $I(w) = 0$ and $d(w, u) \leq \delta$.

To this end we construct a sequence $\{v_k\} \subset X_0$ inductively as follows. First of all, set $v_0 = u$. Having defined $v_1, \ldots, v_k$, choose $v_{k+1}$ so that

$$|\langle v_{k+1} - v_k, v_l \rangle| \leq 2^{-k} \quad \text{for all } l \leq k,$$

$$I(v_{k+1}) \leq 2^{-k},$$

$$d(v_{k+1}, v_k) \leq 2^{-k},$$

where $\langle \cdot, \cdot \rangle$ is the $L^2$ inner product. Indeed, this is possible, since, by assumption, given $v_k$ there exists a sequence $v_{k,j} \in X_0$ such that $v_{k,j} \to v_k$ and $I(v_{k,j}) \to 0$ as $j \to \infty$, and consequently also $|\langle v_{k,j} - v_k, v_l \rangle| \to 0$ as $j \to \infty$ for all $l \leq k$.

Using (35) we deduce that for any $m > n$

$$|\langle v_m - v_n, v_n \rangle| \leq \sum_{k=n}^{m-1} 2^{-k} \leq 2^{-n+1}.$$

Moreover, since $X$ is bounded, we may extract a subsequence $v_{n,j}$ such that $\|v_{n,j}\|_2 \to \alpha$ as $j \to \infty$ for some limit $\alpha$. For this subsequence we have

$$\left| \|v_{n,k} - v_{n,j}\|^2 - (\|v_{n,k}\|^2 - \|v_{n,j}\|^2) \right| \leq 2|\langle v_{n,k} - v_{n,j}, v_{n,j} \rangle| \leq 2^{2-n} \quad \text{for all } k \geq j.$$

Consequently the sequence $v_{n,j}$ is a Cauchy sequence and hence $v_{n,j} \to w$ strongly in $L^2$ for some $w \in X$. But then also $I(w) = 0$ by (36) and $d(w, u) \leq \delta$ by (37), as required.

As an alternative to orthogonality in $L^2$, one may use mollifications in $L^p$. This argument is based on [MS03]. The setting here is the following: Let $X_0 \subset L^p(\mathcal{H})$ for some $1 < p < \infty$ be a bounded subset and $X$ the weak closure. As before, $X$ with the weak topology is a metric space $(X,d)$.
**Lemma 4.3.** Let \( \rho \in C_c^\infty(\mathbb{R}^n) \). If \( u_k \rightharpoonup u \) in \( L^p(\mathbb{R}^n) \) for some \( p < \infty \), then
\[
\rho * u_k \rightharpoonup \rho * u \text{ in } L^p_{loc}(\mathbb{R}^n).
\]

**Proof.** For any \( x \in \mathbb{R}^n \) the function \( y \mapsto \rho(x-y) \) is in \( L^p(\mathbb{R}^n) \) so that
\[
\rho * u_k(x) = \int \rho(x-y)u_k(y)dy \to \int \rho(x-y)u(y)dy.
\]
Choose \( q > p \) and let \( r \geq 1 \) be such that \( 1 + \frac{1}{q} = \frac{1}{p} + \frac{1}{r} \). By Young’s inequality
\[
\|\nabla (\rho * u_k)\|_q \leq C\|\nabla \rho\|_r\|u_k\|_p,
\]

hence \( \{\rho * u_k\} \) is bounded in \( W^{1,q}(\mathbb{R}^n) \). Consequently, by Rellich’s theorem combined with the pointwise convergence, for any bounded subset \( \Omega \subset \mathbb{R}^n \) we have that \( \rho * u_k \rightharpoonup \rho * u \) in \( L^p(\Omega) \).

**Theorem 4.4.** Let \( I : X \to \mathbb{R} \) be a functional on \( X \) which is continuous with respect to the strong \( L^p \) topology. Assume that
\[
\forall u \in X_0 \quad \exists u_k \in X_0 \text{ with } u_k \rightharpoonup u \text{ in } L^p(\mathcal{D}), I(u_k) \to 0.
\]
Then \( \{u \in X : I(u) = 0\} \) is dense in \( (X,d) \).

**Proof.** Let \( \rho_0 \in C_c^\infty(\mathbb{R}^n) \) be a standard mollifier kernel, so that \( \rho \in C_c^\infty(\mathbb{R}^n) \), \( \rho \geq 0 \), \( \int \rho = 1 \) and \( \rho(x) = \ell^p \rho(\ell^{-1}x) \). Given \( u \in L^p(\mathcal{D}) \) we define \( \rho_k u \) in the usual way by setting \( u = 0 \) outside \( \mathcal{D} \).

Let \( u \in X_0 \). As before, it suffices to prove that for any \( \delta > 0 \) there exists \( w \in X \) with \( I(w) = 0 \) and \( d(w,u) \leq \delta \). We construct a sequence \( \{v_k\} \subset X_0 \) and a sequence of "scales" \( \{\ell_k\} \) such that \( \ell_k \to 0 \), \( I(v_k) \to 0 \) and
\[
\begin{align*}
(38) & \quad \|v_k - \rho_{\ell_k} * v_k\|_p \leq 2^{-k} \\
(39) & \quad \|\rho_{\ell_j} * (v_{k+1} - v_k)\|_p \leq 2^{-k} \quad \text{for all } j \leq k, \\
(40) & \quad I(v_k) \leq 2^{-k}, \\
(41) & \quad d(v_{k+1},d_k) \leq 62^{-k}.
\end{align*}
\]

Observe that here (38)-(39) take the role of the almost orthogonality (35). To see that this can be done, start with \( v_0 = u \) and let \( \ell_0 < 1 \) be such that (38) with \( k = 0 \) holds. Having defined \( (v_j,\ell_j) \) for \( j = 1,\ldots,k \) satisfying (38) observe that (39) involves a finite number of inequalities to be satisfied by \( v_{k+1} \) and by Lemma 4.3 each one can be made arbitrarily small.

Next, we may assume without loss of generality that \( v_k \rightharpoonup w \) in \( L^p(\mathcal{D}) \). Then
\[
\begin{align*}
\|v_k - w\|_p & \leq \|v_k - \rho_{\ell_k} * v_k\|_p + \|\rho_{\ell_k} * (v_k - w)\|_p + \|w - \rho_{\ell_k} * w\|_p \\
& \leq \|v_k - \rho_{\ell_k} * v_k\|_p + \sum_{j=k}^{\infty} \|\rho_{\ell_k} * (v_j - v_{j+1})\|_p + \|w - \rho_{\ell_k} * w\|_p \\
& \leq 2^{-k} + \sum_{j=k}^{\infty} 2^{-j} + \|w - \rho_{\ell_k} * w\|_p \\
& \leq 2^{-k} + 2^{-k+1} + \|w - \rho_{\ell_k} * w\|_p \to 0 \text{ as } k \to \infty.
\end{align*}
\]

Moreover, as in Theorem 4.2, \( I(w) = 0 \) and \( d(w,u) \leq \delta \).
4.2. Stability - the Baire category method. Let us return to the $L^2$ setting (only for simplicity), so that $X_0$ is a bounded subset of $L^2(\mathcal{D})$ and $X$ is the closure of $X_0$ in the weak topology. Consider

$$ J(u) = \int_{\mathcal{D}} |u|^2 dx. $$

Obviously, in general $u_k \to u$ doesn’t imply $J(u_k) \to J(u)$, so that $J$ is not continuous on $X$. On the other hand $J$ can be approximated pointwise by continuous maps. Indeed, as shown in Lemma 4.3

$$ J_\varepsilon(u) = \int_{\mathcal{D}} |\rho_\varepsilon \ast u|^2 dx $$

is continuous with respect to weak convergence, and on the other hand $J_\varepsilon(u) \to J(u)$ as $\varepsilon \to 0$ for all $u \in L^2(\mathcal{D})$.

**Definition 4.5.** In a metric space $X$ a function $J : X \to \mathbb{R}$ is of class Baire 1 if it is a pointwise limit of continuous functions, i.e. if there exist $J_k \in C(X)$ such that $J_k(u) \to J(u)$ as $k \to \infty$ for all $u \in X$.

The following theorem is a standard result in functional analysis.

**Theorem 4.6.** If $J : X \to \mathbb{R}$ is a Baire-1 function on a complete metric space $X$, then the set of continuity points of $J$ is a dense set in $X$.

**Proof.** Let

$$ E_{n,k} := \bigcap_{i,j \geq k} \{ u \in X : |J_i(u) - J_j(u)| \leq 1/n \}. $$

Since $J_i$ is continuous, the set $E_{n,k}$ is closed for each $n,k$. Since $J_i(u) \to J(u)$ for all $u$,

$$ X = \bigcup_{k=1}^{\infty} E_{n,k}. $$

In particular, by Baire’s theorem the set

$$ V_n := \bigcup_{k=1}^{\infty} \text{int} \ E_{n,k} $$

is open and dense. To see that it is dense let $B \subset X$ be open. Then $\overline{B}$ is - being a closed subset of $X$ - itself a complete metric space, and $\bigcup_{k=1}^{\infty} (E_{n,k} \cap \overline{B}) = \overline{B}$. Therefore necessarily $\overline{B} \cap E_{n,k}$ has nonempty interior for some $k$, which in turn implies that $B \cap \text{int} E_{n,k} \neq \emptyset$, so that $B \cap V_n \neq \emptyset$.

But then the set $S = \bigcap_{n=1}^{\infty} V_n$ is dense. To conclude we prove that $S$ consists of continuity points of $J$. Let $u \in S$ and $\varepsilon > 0$. Choose $n$ so that $1/n < \varepsilon/3$. Then $u \in V_n$ and hence there exists $\delta_1 > 0$ and $k$ such that $B_{\delta_1}(u) \subset E_{n,k}$. For any $v \in B_{\delta_1}(u)$

$$ |J_i(v) - J_j(v)| < \varepsilon/3 \text{ for all } i,j \geq k, $$

and in particular - by letting $i \to \infty$ - also $|J(v) - J_j(v)| < \varepsilon/3$ for all $j \geq k$. Also, there exists $\delta_2 > 0$ such that $|J_k(u) - J_k(v)| < \varepsilon/3$ for all $v \in B_{\delta_2}(u)$. Hence, with $\delta = \min\{\delta_1, \delta_2\}$

$$ |J(u) - J(v)| \leq |J(u) - J_k(u)| + |J_k(u) - J_k(v)| + |J_k(v) - J(v)| < \varepsilon $$

for all $v \in B_\delta(u)$. This proves that $u$ is a point of continuity of $J$. $\square$
Let
\[ S := \{ u \in X : u \text{ is a continuity point of } J \}. \]
Observe that if \( u \in S \), then
\[ \forall u_k \in X \text{ with } u_k \rightharpoonup u \text{ we have } u_k \to u. \]
In light of this the set \( S \) is called the set of stable elements of \( X \), meaning those that cannot be weakly perturbed.

**Theorem 4.7.** Let \( I : X \to \mathbb{R} \) be a functional continuous with respect to the strong topology. Assume that
\[ \forall u \in X_0 \ \exists u_k \in X_0 \text{ with } u_k \rightharpoonup u \text{ in } L^2, I(u_k) \to 0. \]
Then \( S \subset \{ u \in X : I(u) = 0 \} \). In particular \( \{ u \in X : I(u) = 0 \} \) is dense.

**Proof.** Let \( u \in S \). By density there exists \( u_k \in X_0 \) such that \( u_k \rightharpoonup u \). For each \( k \) there exists a sequence \( u_{k,j} \in X_0 \) by assumption such that \( u_{k,j} \rightharpoonup u_k \) as \( j \to \infty \) and \( I(u_{k,j}) \to 0 \). In particular by taking a diagonal sequence we obtain a sequence \( \tilde{u}_k \in X_0 \) such that \( \tilde{u}_k \rightharpoonup u \) and \( I(\tilde{u}_k) \to 0 \). But \( u \in S \), therefore \( \tilde{u}_k \rightharpoonup u \) and \( I(\tilde{u}_k) \to I(u) \). Hence \( I(u) = 0 \). \( \square \)

In fact the approximation property (34) can also be weakened to a perturbation property:

**Theorem 4.8.** Let \( I : X \to \mathbb{R}_+ \) be a functional continuous with respect to the strong topology. Assume that
\[ \forall u \in X_0 \text{ with } I(u) > 0 \ \exists u_k \in X_0 \text{ such that } u_k \rightharpoonup u \text{ in } L^2 \text{ and } \liminf_{k \to \infty} \| u_k \|_2^2 \geq \| u \|_2^2 + \alpha, \]
where \( \alpha > 0 \) depends only on \( I(u) > 0 \). Then \( S \subset \{ u \in X : I(u) = 0 \} \). In particular \( \{ u \in X : I(u) = 0 \} \) is dense.

**Proof.** Let \( u \in S \), and assume that \( I(u) > 0 \). By density there exists \( u_k \in X_0 \) such that \( u_k \rightharpoonup u \), and since \( u \in S \), we have \( u_k \rightharpoonup u \) strongly, and in particular \( I(u_k) \to I(u) \). Then - by assumption - there exists \( \alpha > 0 \) (depending only on \( I(u) \)), such that for each \( k \) there exists a sequence \( u_{k,j} \in X_0 \) such that \( u_{k,j} \rightharpoonup u_k \) as \( j \to \infty \) and
\[ \liminf_{j \to \infty} \| u_{k,j} \|_2^2 \geq \| u_k \|_2^2 + \alpha. \]
But then a suitable diagonal sequence \( \tilde{u}_k := u_{k,j(k)} \in X_0 \) satisfies \( \tilde{u}_k \rightharpoonup u \) and
\[ \liminf_{k \to \infty} \| \tilde{u}_k \|_2^2 \geq \| u \|_2^2 + \alpha, \]
contradicting the assumption that \( u \in S \). \( \square \)

5. Convex Integration

In this section we show how to apply the abstract ideas from Section 4 to produce (many) solutions to various problems. Before coming to the general statement in Section 5.3, we first look at differential inclusions for Lipschitz mappings as this is the situation that has been most extensively been looked at in the literature.
5.1. **Differential inclusions for Lipschitz mappings.** Let $\Omega \subset \mathbb{R}^n$ be a bounded domain, i.e. an open bounded set with $|\partial \Omega| = 0$, and let $K \subset \mathbb{R}^{m \times n}$ be a compact set of matrices.

Let $\Gamma \subset \overline{\Omega}$ be a closed set with $|\Gamma| = 0$ and let $u_0 \in \text{Lip}(\Gamma; \mathbb{R}^m)$. Consider the "Dirichlet-problem" for $u \in \text{Lip}(\Omega; \mathbb{R}^m)$:

\[
\begin{cases}
\nabla u(x) \in K & \text{a.e. } x \in \Omega \\
u(x) = u_0(x) & \text{for } x \in \Gamma.
\end{cases}
\]

(42)

Isometric maps for the flat metric $g = \text{Id}$ correspond to $K = O(n, m)$.

Assume that there exists an open set $U \subset \mathbb{R}^{m \times n}$ such that

\[
\forall A \in U \quad \exists u_k \in C^\infty_c(Q) \quad \text{such that}
\]

(i) $A + \nabla u_k(x) \in U$ for all $x \in Q$,

(ii) $\int_Q \text{dist} (A + \nabla u_k(x), K) \, dx \to 0$ as $k \to \infty$,

where $Q \subset \mathbb{R}^n$ is the open unit cube. Define $X_0$ and $I$ as

\[
X_0 = \{ u \in C^\infty_c(\Omega) : \nabla u(x) \in U \text{ for } x \in \Omega \setminus \Gamma \text{ and } u|\Gamma = u_0 \},
\]

\[
I(u) = \int_\Omega \text{dist} (\nabla u(x), K) \, dx,
\]

and let $X$ be the closure of $X_0$ in the uniform topology. It is not difficult to see that any set $U$ with the property (A) is a subset of the convex hull of $K$. Indeed, observe that any $A \in U$ and $u_k \in C^\infty_c(Q)$ defines a probability measure $\nu_k$ on $\mathbb{R}^{m \times n}$ as

\[
\int_{\mathbb{R}^{m \times n}} f(\xi) \, d\nu_k(\xi) = \int_Q f(A + \nabla u_k(x)) \, dx
\]

with barycenter $A$ and support $\text{supp} \nu_k \subset U$. Then property (ii) amounts to

\[
\int_{\mathbb{R}^{m \times n}} \text{dist} (\xi, K) \, d\nu_k(\xi) \to 0 \quad \text{as } k \to \infty.
\]

Since $K$ is compact we deduce that $\sup_k \int |\xi| \, d\nu_k(\xi) < \infty$, hence there exists a subsequence (not relabelled) such that $\nu_k \rightharpoonup^* \nu$ for some probability measure $\nu$. But then $\nu$ has barycenter and $\int \text{dist} (\xi, K) \, d\nu(\xi) = 0$ so that $\text{supp} \nu \subset K$. This implies that $A$ is contained in the convex hull of $K$.

In particular $X$ is bounded in $W^{1,\infty}(\Omega)$ and therefore it is a compact metric space, where $I$ is a Baire-1 functional. Moreover, an easy covering argument shows that

\[
\forall u \in X_0 \quad \exists u_k \in X_0 \text{ with } u_k \to u \text{ in } X \text{ and } I(u_k) \to 0.
\]

Therefore, as in Theorem 4.7 we deduce that $\{ u \in X : I(u) = 0 \}$ is residual in $X$.

In the literature condition (A) is known as

$U$ has the relaxation property with respect to $K$

see [DM97], as well as

$U$ can be reduced to $K$

see [MS01]. In the example $K = O(n, m)$ we can take $U = \text{int} \ K^{co} = \{ A \in \mathbb{R}^{m \times n} : A^T A < I \}$, but in general $U$ is forced to be considerably smaller.
An important point here is to understand the boundary condition \( u|_{\Gamma} = u_0 \). More precisely, we need to be able to check whether \( X_0 \) is nonempty: i.e. whether there exists a (smooth) extension of \( u_0 \) to \( \overline{\Omega} \) such that \( \nabla u_0(x) \in U \) for all \( x \in \overline{\Omega} \setminus \Gamma \).

Recall from the proof of Theorem 3.5 that for the problem \( \nabla u \in K := O(n,m) \) we would verify condition (A) for \( U = \text{int } K^\circ \) by “adding” successively primitive metrics. This requires a decomposition of the metric error as in Lemma 3.3. In fact it suffices to be able to add just one primitive metric. More precisely, we can replace condition (A) by

\[
\forall A \in U \text{ with } \text{dist} (A,K) > \varepsilon \quad \exists u \in C_c^\infty (Q) \text{ such that } \\
(i) \quad A + \nabla u(x) \in U \quad \text{for all } x \in Q, \\
(ii) \quad \int_Q |\nabla u(x)|^2 \, dx > \delta,
\]

where \( \delta = \delta_\varepsilon > 0 \) only depends on \( \varepsilon > 0 \) but not on \( A \in U \). This condition was introduced in [Kir03] as gradients in \( U \) are stable only near \( K \).

By using again a covering argument, we can deduce from (P)

\[
\forall u \in X_0 \text{ with } I(u) \geq \alpha > 0 \quad \exists u_k \in X_0 \text{ such that } \\
u_k \to u \text{ in } X \text{ and } I(u_k) \leq I(u) - \beta,
\]

where \( \beta = \beta_\alpha > 0 \). As in Theorem 4.8 this implies once again that \( \{ u \in X : I(u) = 0 \} \) is residual in \( X \).

5.2. **Unit-length divergence-free fields.**

*The isotropic case.*

Let \( \Omega \subset \mathbb{R}^3 \) be a bounded Lipschitz domain. Then there exists \( m \in L^\infty (\Omega) \) such that

\[
\text{div } 1_\Omega m = 0 \text{ in } \mathcal{D}'(\mathbb{R}^3), \quad |m| = 1 \text{ a.e. in } \Omega.
\]

Using the divergence theorem we have

\[
\int_\Omega m \cdot \nabla \varphi = -\int_\Omega \varphi \text{div } m + \int_{\partial\Omega} \varphi m \cdot \nu
\]

for all \( \varphi \in C_c^\infty (\mathbb{R}^n) \), so that the requirement \( \text{div } 1_\Omega m = 0 \) is the weak formulation of

\[
\text{div } m = 0 \text{ in } \Omega, \quad m \cdot \nu = 0 \text{ on } \partial\Omega.
\]

Let

\[
X_0 := \{ m \in C^\infty (\Omega) : \text{div } 1_\Omega m = 0, \ |m| < 1 \text{ in } \Omega \}.
\]

We want to use Theorem 4.8, hence it suffices to prove:

**Lemma 5.1.** For all \( m \in X_0 \) and all \( \tilde{\Omega} \subset \subset \Omega \) there exists a sequence \( m_k \in X_0 \) such that

\[
\liminf_{k \to \infty} \int_\Omega |m_k|^2 \geq \int_\Omega |m|^2 + c \left( \int_\tilde{\Omega} (1 - |m|^2) \right)^2,
\]

where \( c > 0 \) is independent of \( m \) and \( \tilde{\Omega} \).
Proof. Let $\xi, \eta \in \mathbb{R}^3$ with $|\xi| = |\eta| = 1$ and $u(x) = \eta \sin(x \cdot \xi)$. Then
\[
\text{curl } u(x) = \nabla \times u(x) = (\xi \times \eta) \cos(x \cdot \xi).
\]
Furthermore, for any $k \in \mathbb{N}$ and $\varphi \in C_c^\infty(\mathbb{R}^3)$, if $u_k(x) = \frac{1}{k} \varphi(x) \eta \sin(kx \cdot \xi)$, then
\[
\text{curl } u_k(x) = (\xi \times \eta) \varphi(x) \cos(kx \cdot \xi) + \frac{1}{k} (\nabla \varphi(x) \times \eta) \sin(kx \cdot \xi).
\]
Let us now apply this formula with
\[
\varphi(x) = \frac{1}{2} (1 - |m(x)|^2) \psi(x),
\]
where $\psi \in C_c^\infty(\Omega)$ such that $0 \leq \psi(x) \leq 1$ in $\Omega$ and $\psi(x) = 1$ on $\tilde{\Omega}$. Also, let
\[
m_k := m + \text{curl } u_k.
\]
We claim that
(a) $m_k \in X_0$ for sufficiently large $k \in \mathbb{N}$,
(b) $m_k \rightharpoonup m$ in $L^\infty(\Omega)$ as $k \to \infty$,
(c) $\liminf_{k \to \infty} \int_{\Omega} |m_k|^2 \geq \int_{\Omega} |m|^2 + \frac{1}{k} \int_{\Omega} (1 - |m|^2)^2$.

To prove (a) note that $|m_k(x)| < 1$ for all $x \in \Omega$, hence
\[
|m_k(x)| \leq |m(x)| + \frac{1}{2} (1 - |m(x)|)(1 + |m(x)|) + C \frac{1}{k}
\]
for some $C$ depending on $\|m\|_{C^1}$ and $\|\psi\|_{C^1}$. Furthermore, as $\text{supp } \psi \subset \subset \Omega$, there exists a $\delta > 0$ such that $|m(x)| \leq 1 - \delta$ on $\text{supp } \psi$. Hence, for $x \in \text{supp } \psi$
\[
|m_k(x)| \leq |m| + (1 - |m|)(1 - \delta/2) + C \frac{1}{k}
\]
\[
\leq 1 - \delta/2 (1 - |m(x)|) + C \frac{1}{k} \leq 1 - \frac{\delta^2}{2} + C \frac{1}{k} < 1
\]
promised $k$ is sufficiently large. Moreover, clearly $|m_k(x)| = |m(x)| < 1$ for $x \in \Omega \setminus \text{supp } \psi$. This proves (a).

The claim (b) is obvious. Finally, claim (c) is precisely as in Example 1. The statement of the lemma now follows from (c) using Cauchy-Schwarz. 

\[\square\]

The anisotropic case.

Let $\Omega \subset \mathbb{R}^3$ be a bounded Lipschitz domain. Let also $K \subset \mathbb{R}^3$ be a compact set such that $0 \in \text{int } K^{cc}$. Then there exists $m \in L^\infty(\Omega)$ such that
\[
\text{div } 1_\Omega m = 0 \text{ in } \mathcal{D}'(\mathbb{R}^3),
\]
\[
m(x) \in K \text{ a.e. in } \Omega.
\]

Remark 1. The isotropic case corresponds to $K = S^2$. A typical anisotropic set could be $K = \{ \pm e_1, \pm e_2, \pm e_3 \}$, where $e_1, e_2, e_3$ are the coordinate unit vectors in $\mathbb{R}^3$. Observe that in this case the fact that $m(x) \in K$ almost everywhere is not compatible with the "classical" requirement that $m(x)$ should be tangential to the boundary of the domain $\partial \Omega$, and only the weak formulation $\text{div } 1_\Omega m = 0$ makes sense.
As before, let
\[ X_0 := \{ m \in C^\infty(\Omega) : \text{div} \, 1_\Omega m = 0, \, m(x) \in \text{int} \, K^{co} \, \text{in} \, \Omega \}. \]
It is important to note that \( X_0 \) is not empty, precisely because of the requirement that 0 \( \in \text{int} \, K^{co} \). Let
\[ I(m) = \int_\Omega \text{dist}^2(m, K). \]

**Lemma 5.2.** For all \( m \in X_0 \) there exists a sequence \( m_k \in X_0 \) such that
\[ m_k \rightharpoonup m \text{ in } L^\infty(\Omega) \quad (43) \]
\[ \liminf_{k \to \infty} \int_\Omega |m_k|^2 \geq \int_\Omega |m|^2 + \alpha, \]
where \( \alpha > 0 \) is only depending on \( I(m) > 0 \).

Our aim is to consider again perturbations of the form
\[ m_k(x) = m(x) + \text{curl} \left( \frac{1}{k} \eta(x) \sin(kx \cdot \xi(x)) \right), \]
where now the vectors \( \eta, \xi \in \mathbb{R}^3 \) are allowed to depend on the point \( x \in \Omega \). Such a choice of perturbation guarantees (43). The key point is then to choose \( \eta(x) \) and \( \xi(x) \) appropriately. Note that - provided \( k \) is large - we have \( m_k(x) \sim m(x) + m \cos(kx \cdot \xi(x)) \).

The new term \( (D\xi)^T x \times \eta \) can be dropped by localizing: e.g. take \( \eta, \xi \in C^\infty_c \) such that \( \xi \) is constant on \( \text{supp} \eta \).

Next, note that for any vector \( m \in \mathbb{R}^3 \) there exists \( \eta, \xi \in \mathbb{R}^3 \) such that \( m = \xi \times \eta \), so that we may assume that \( m_k \) has the form
\[ m_k(x) \sim m(x) + m \cos(kx \cdot \xi) \]
in a localized neighbourhood. There are now two constraints on \( m \): (i) not too big, so that \( m_k(x) \in \text{int} K^{co} \), but (ii) not too small, since
\[ \liminf_{k \to \infty} \int_\Omega |m_k|^2 \sim \int_\Omega |m|^2 + \frac{1}{2} \int_\Omega |m|^2, \]
and (44) should hold. The fact that (i) and (ii) can be simultaneously achieved by a good choice of \( m \) has nothing to do with divergence–free fields, it is a simple geometric fact about convex hulls:

**Lemma 5.3** (Geometric lemma). Let \( K \subset \mathbb{R}^d \) be compact. For any \( \tilde{z} \in \text{int} \, K^{co} \) there exists \( \hat{z} \in \mathbb{R}^d \) such that
\[ \tilde{z} + t \hat{z} \in \text{int} \, K^{co} \quad \text{for all } t \in [-1, 1], \]
\[ |\hat{z}| \geq \frac{1}{2d} \text{dist} (\tilde{z}, K) \]

**Proof.** Since \( \tilde{z} \in \text{int} \, K^{co} \), by Carathéodory’s theorem \( \tilde{z} \) is contained in the interior of a simplex spanned by elements of \( K \), i.e.
\[ \tilde{z} = \sum_{i=1}^{d+1} \lambda_i \tilde{z}_i \]
with $0 < \lambda_i < 1$, $\sum_i \lambda_i = 1$ and $z_i \in K$. We may assume also that $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{d+1}$. Then it can be checked directly that
\[
\bar{z} \pm \frac{1}{2} \lambda_j (z_1 - z_j) \in \text{int } K^\circ \quad \text{for } j = 2, \ldots, d + 1.
\]
On the other hand $\bar{z} - z_1 = \sum_{i=2}^{d+1} \lambda_i (z_i - z_1)$, hence
\[
\text{dist} (\bar{z}, K) \leq |\bar{z} - z_1| \leq d \max_{i=2, \ldots, d+1} \lambda_i |z_i - z_1|.
\]
Choose $\hat{z} = \frac{1}{2} \lambda_j (z_1 - z_j)$ for $j$ giving the maximum. Then
\[
\frac{1}{2d} \text{dist} (\bar{z}, K) \leq |\hat{z}|,
\]
concluding the proof.

Now we return to the divergence–free fields:

Proof of Lemma 5.2. Let $x_0 \in \Omega$, $r > 0$, and let $\psi \in C_0^\infty (B_r (x_0))$ be a cut–off function such that $0 \leq \psi \leq 1$ and $\psi = 1$ on $B_{r/2} (x_0)$. Using the geometric lemma above, there exists $\eta, \xi \in \mathbb{R}^3$ such that if $u_k (x) = \frac{1}{k} \psi (x) \eta \sin (kx \cdot \xi)$, then
\[
m (x_0) + \text{curl } u_k (x) \in \text{int } K^\circ \quad \text{for all } x \in \mathbb{R}^3 \text{ for sufficiently large } k
\]
\[
|\xi \times \eta| \geq c \text{dist} (m(x_0), K).
\]
Moreover, since $m$ is continuous, by choosing $r > 0$ smaller if necessary, we can ensure that
\[
\frac{1}{|B_r (x_0)|} \int_{B_r (x_0)} |\text{curl } u_k|^2 \geq c \text{dist} (m(x_0), K)^2.
\]

Now using the uniform continuity of $m$ in $\Omega$ to find a finite family of pairwise disjoint balls $B_{r_j} (x_j) \subset \Omega$, vectors $\xi_j, \eta_j \in \mathbb{R}^3$ and cut–off functions $\psi_j \in C_0^\infty (B_{r_j} (x_j))$ such that if
\[
u_k (x) = \sum_j \frac{1}{k} \eta_j \sin (kx \cdot \xi_j) \psi_j (x), \quad \text{and } m_k = m + \text{curl } u_k,
\]
them $m_k \in X_0$ for sufficiently large $k$, and
\[
\int_\Omega \text{dist}^2 (m, K) \leq 2 \sum_j |B_{r_j} (x_j)| \text{dist}^2 (m(x_j), K) \leq c \int_\Omega |\text{curl } u_k|^2
\]
In particular
\[
\liminf_{k \to \infty} \int_\Omega |m_k|^2 \geq \int_\Omega |m|^2 + \int_\Omega |\text{curl } u_k|^2
\]
\[
\geq \int_\Omega |m|^2 + c \int_\Omega \text{dist}^2 (m, K),
\]
whereas on the other hand $m_k \rightharpoonup m$ in $L^\infty$.

\qed
5.3. The Tartar framework. The methods presented so far all rely on the same basic principle: solutions are constructed from a suitable "subsolution" by successively adding highly oscillatory perturbations. The subsolutions can be seen as a relaxation of the original problem. Therefore the construction amounts to an "undoing" the relaxation. It is thus natural to look for a generalization of this method in the framework of compensated compactness, originally introduced by L. Tartar and R. DiPerna [Tar79, DiP85] to study possible compensation effects in the relaxation. Indeed, a rule of thumb is that compensated compactness applies to situations where the relaxation is small (e.g. there exists no non-empty open set $U$ with properties (A) or (P) for the problem (42)), whereas a large relaxation leads to a residual set of solutions. The presentation in this section is from [Szé12].

We consider general systems in a bounded domain $\mathcal{D} \subset \mathbb{R}^d$ of the form

\begin{equation}
\sum_{i=1}^{d} A_i \partial_i z = 0 \quad \text{in } \mathcal{D}
\end{equation}

\begin{equation}
z(y) \in K \quad \text{a.e. } y \in \mathcal{D}
\end{equation}

where

$$z : \mathcal{D} \subset \mathbb{R}^d \rightarrow \mathbb{R}^N$$

is the unknown state variable, $A_i$ are constant $m \times N$ matrices, and $K \subset \mathbb{R}^N$ is a given compact set.

The example of divergence-free fields discussed in Section 5.2 obviously fits in this framework. Also, the first order differential inclusions from Section 5.1 can be cast in the form (45)-(46) by observing that locally being a gradient is equivalent to being curl-free. Then, setting $d = n, y = x, \mathcal{D} = \Omega$, and $\mathbb{R}^N \cong \mathbb{R}^{m \times n}$ the differential inclusion (42) can be written as

\begin{equation}
curl z = 0 \quad \text{in } \mathcal{D}
\end{equation}

\begin{equation}
z(x) \in K \quad \text{a.e. } x \in \mathcal{D},
\end{equation}

where $z : \Omega \rightarrow \mathbb{R}^{m \times n}$.

We make the following assumptions.

(H1) The Wave Cone: There exists a closed cone $\Lambda \subset \mathbb{R}^N$ and a constant $C > 0$ such that for all $\hat{z} \in \Lambda$ there exists a sequence $z_k \in C_0^\infty(B_1(0); \mathbb{R}^N)$ such that

- $\sum_{i=1}^{d} A_i \partial_i z_k = 0$ in $\mathcal{D}$;
- $\text{dist}(z_k, [-\hat{z}, \hat{z}]) \rightarrow 0$ uniformly;
- $z_k \rightharpoonup 0$ weakly in $L^2$;
- $\int |z_k|^2 dy > C|\hat{z}|^2$.

(H2) The $\Lambda$-convex hull: There exists a bounded open set $U \subset \mathbb{R}^N$ with $U \cap K = \emptyset$, and such that for all $\hat{z} \in U$ with $\text{dist}(z, K) \geq \alpha > 0$ there exists $\hat{z} \in \Lambda \cap S^{N-1}$ such that

\begin{equation}
z + t\hat{z} \in U \text{ for all } |t| < \beta,
\end{equation}

where $\beta = \beta(\alpha) > 0$. 


Subsolutions: $X_0$ is a nonempty bounded subset of $L^2(\mathcal{D})$ consisting of functions which are "perturbable" in an open subdomain $\mathcal{U} \subset \mathcal{D}$. This means that any $z \in X_0$ is continuous on $\mathcal{U}$ with
\[(49) \quad z(y) \in U \quad \text{for } y \in \mathcal{U},\]
and moreover, if $z \in X_0$ and $w \in C_c(\mathcal{U})$ such that $w$ solves (45) and $(z+w)(y) \in U$ for all $y \in \mathcal{U}$, then $z+w \in X_0$.

Finally, let $X$ be the closure of $X_0$ with respect to the weak $L^2$ topology. Since $X_0$ is bounded, the topology of weak $L^2$ convergence is metrizable on $X$, making it into a complete metric space.

**Theorem 5.4.** Assuming (H1)-(H3), the set
\[
\{z \in X : z(y) \in K \text{ a.e. } y \in \mathcal{U}\}
\]
is residual in $X$.

The proof is a direct application of Theorem 4.8 with $I(z) = \int_{\mathcal{U}} \Psi(z(y)) \, dy$ below together with the following statement.

**Lemma 5.5.** There exists a continuous function
\[(50) \quad \Psi : \mathcal{U} \to [0, \infty) \quad \text{with } \{\Psi = 0\} \subset K
\]
with the following property: For any $z \in X_0$ there exists a sequence $z_k \in X_0$ with $z_k \to z$ in $L^2$ and such that
\[
\int_{\mathcal{U}} |z - z_k|^2 \, dy \geq \int_{\mathcal{U}} \Psi(z(y)) \, dy.
\]

**Proof.** To start with, note that the hypotheses (H1)-(H2) together lead to the following statement: There exists a continuous function $\Psi$ with (50) such that for any $\bar{z} \in U$ there exists $\bar{U} \subset \subset U$ and a sequence $z_k \in C^\infty_c(B_1(0); \mathbb{R}^N)$ such that
\[
\text{(a)} \quad \sum_{i=1}^{d'} A_i \partial_i z_k = 0 \text{ in } \mathcal{D};
\]
\[
\text{(b)} \quad \bar{z} + z_k(y) \in \bar{U} \text{ for all } y;
\]
\[
\text{(c)} \quad z_k \to 0 \text{ weakly in } L^2;
\]
\[
\text{(d)} \quad \int_{\mathcal{U}} |z_k|^2 \, dy > 2\Psi(\bar{z}).
\]

Fix $y_0 \in \mathcal{U}$, $r_0 > 0$ and let $\bar{z} = z(y_0)$. Applying the above to $\bar{z}$ together with the translation and rescaling $y \mapsto r_0^{-1}(y - y_0)$, we obtain a sequence $z_k \in C^\infty_c(B_{r_0}(y_0); \mathbb{R}^N)$ such that (a)-(c) holds and (d) is replaced by
\[
\text{(d')} \quad \int_{B_{r_0}(y_0)} |z_k|^2 \, dy > 2|B_{r_0}(y_0)|\Psi(z(y_0)).
\]
Moreover, using the fact that $z$ is continuous, we may choose $r_0 = r_0(y_0) > 0$ sufficiently small so that (b) can be replaced by
\[
\text{(b')} \quad z(y) + z_k(y) \in U \text{ for all } y.
\]

Using a domain exhaustion argument, we then find disjoint balls $B_i := B_{r_i}(y_i) \subset \mathcal{U}$ for $i = 1 \ldots I$ and associated sequences $z^i_k$ such that (a),(b'),(c),(d') hold for each $i,k$ and
\[
\int_{\mathcal{U}} \Psi(z(y)) \, dy \leq 2 \sum_{i=1}^I |B_i|\Psi(z(y_i)).
\]
Set
\[ z_k := z + \sum_{i=1}^l z_k^i. \]

It is easy to see that \( z_k(y) \in U \) for all \( y \in W \), hence by (H3), \( z_k \in X_0 \). Furthermore \( z_k \rightharpoonup z \) in \( L^2 \) and
\[
\int_W |z_k - z|^2 \, dy = \sum_{i=1}^l \int_{B_i} |z_k^i|^2 \, dy \\
\geq 2 \sum_{i=1}^l |B_i| \Psi(z(y_i)) \\
\geq \int_W \Psi(z(y)) \, dy.
\]

This concludes the proof. \( \square \)

For first order partial differential inclusions written in the form (47) \( \Lambda \) is given by the rank-one cone
\[ \Lambda = \{ z \in \mathbb{R}^{m \times n} : \text{rank} \ z \leq 1 \} \]
and hypothesis (H2) amounts precisely to the perturbation condition \((P)\). More generally a candidate for the cone in (H1) is the wave cone, given by one-dimensional solutions of (45) as
\[ \Lambda = \left\{ z \in \mathbb{R}^N : \left( \sum_{i=1}^d \xi_i A_i \right) z = 0 \text{ for some } \xi \in S^{d-1} \right\} \]

However, in this generality the existence of compactly supported functions as in (H1) would require the constant-rank condition on the differential operator in (45) (see for instance [FM99]), which fails to hold in certain cases, e.g. for the incompressible Euler equations. See also [Shv11] for an example where restricting the wave cone is useful.

Concerning (H2) observe that:

**Lemma 5.6.** If bounded sets \( K, U \subset \mathbb{R}^N \) satisfy (H2), then \( U \subset K^\infty \).

**Proof.** Assuming that \( U \) is not contained in the convex hull of \( K \), there exists \( z_0 \in \overline{U} \) and \( w \in \mathbb{R}^N \) such that
\[ \sup_{z \in K} w \cdot z < w \cdot z_0. \]

Since \( U \) is bounded, without loss of generality we may assume that \( w \cdot z_0 = \sup_{z \in U} w \cdot z =: \gamma_0 \). Let
\[ K_1 := \{ z \in \overline{U} : w \cdot z = \gamma_0 \} \neq \emptyset. \]

Since \( K \) and \( K_1 \) are compact, \( \inf_{z \in K} \text{dist} (z, K_1) \geq \alpha \) for some \( \alpha > 0 \). Therefore, by (H2) there exists \( \beta > 0 \) such that for any \( z \in K_1 \) there exists \( \hat{z} \in \Lambda \cap S^{N-1} \) with \( z + t \hat{z} \in \overline{U} \) for all \( |t| \leq \beta \). Since \( w \cdot z \leq \gamma_0 \) for all \( z \in \overline{U} \), it follows that \( w \cdot \hat{z} = 0 \), so that
\[ z + t \hat{z} \in K_1 \text{ for all } |t| \leq \beta. \]
This implies that $K_1$ has no (convex) extreme points, a contradiction with the classical theorem of Minkowski implying that the compact set $K$ equals the convex hull of its extreme points.

Consequently a candidate for $U$ could be the interior of the convex hull of $K$. However, in many situations this set is too large and does not satisfy (H2), because the wave cone $\Lambda$ is too small. In the context of first order differential inclusions, where $\Lambda$ is the rank-one cone, there are many techniques available for studying the possible sets $U$ - these are in general related to the rank-one convex hull of $K$. We refer the reader to [KMŠ03, Kir03].

6. Euler Subsolutions

Here we show how to apply the ideas from Section 5 to the incompressible Euler equations, in particular to the results from Section 2.

6.1. The Reynolds stress and subsolutions. The proof of Theorems 2.1-2.2 as well as Theorems 2.4-2.5 is based on the notion of subsolution. Subsolutions should be thought as the analogue of short maps for the embedding problem in Section 3.

In order to motivate the definition, let us recall the concept of Reynolds stress. It is generally accepted that the appearance of high-frequency oscillations in the velocity field is the main reason responsible for turbulent phenomena in incompressible flows. One related major problem is therefore to understand the dynamics of the coarse-grained, in other words macroscopically averaged, velocity field. If $\overline{v}$ denotes the macroscopically averaged velocity field, then it satisfies

$$
\begin{align*}
\partial_t \overline{v} + \text{div} (\overline{v} \otimes \overline{v} + R) + \nabla \overline{\rho} &= 0 \\
\text{div} \overline{v} &= 0,
\end{align*}
$$

where

$$R = \overline{v \otimes v} - \overline{\nabla v} \otimes \overline{v}.$$  

The latter quantity is called Reynolds stress and arises because the averaging does not commute with the nonlinearity $v \otimes v$. On this formal level the precise definition of averaging plays no role, be it long-time averages, ensemble-averages or local space-time averages. The latter can be interpreted as taking weak limits. Indeed, weak limits of Leray solutions of the Navier-Stokes equations with vanishing viscosity have been proposed in the literature as a deterministic approach to turbulence (see [Lax91], [Cho94], [BGK00], [BT07]).

A slightly more general version of this type of averaging follows the framework introduced by Tartar [Tar79, Tar83] and DiPerna [DiP85] in the context of conservation laws. We start by separating the linear equations from the nonlinear constitutive relations. Accordingly, we write (52) as

$$
\begin{align*}
\partial_t \overline{v} + \text{div} \overline{\nabla v} + \nabla \overline{\rho} &= 0 \\
\text{div} \overline{v} &= 0,
\end{align*}
$$

where $\overline{\nabla v}$ is the traceless part of $\overline{v \otimes v} + R$. Since one can write

$$R = (v - \overline{v}) \otimes (v - \overline{v}),$$

it is clear that $R \geq 0$, i.e. $R$ is a symmetric positive semidefinite matrix. In terms of the coarse-grained variables $(\overline{v}, \overline{\nabla v})$ this inequality can be written as

$$\overline{v \otimes v} - \overline{\nabla v} \leq 2 \overline{\nabla v} I,$$
where $I$ is the $n \times n$ identity matrix and 
\[ \tau = \frac{1}{2} |v|^2 \]
is the macroscopic kinetic energy density. Motivated by these calculations, we define subsolutions as follows. Let us introduce the notation $S_0^{n \times n}$ for the vector space of symmetric traceless $n \times n$ matrices.

**Definition 6.1 (Subsolutions).** Let $\tau \in L^1(\mathbb{T}^n \times (0, T))$ with $\tau \geq 0$. A subsolution to the incompressible Euler equations with given kinetic energy density $\tau$ is a triple $(v, u, q) : \mathbb{T}^n \times (0, T) \to \mathbb{R}^n \times S_0^{n \times n} \times \mathbb{R}$ such that $v \in L^2$, $u \in L^1$, $q$ is a distribution,
\[
\begin{cases}
\partial_t v + \text{div} u + \nabla q = 0 \\
\text{div} v = 0,
\end{cases}
\]
in the sense of distributions,

and moreover
\[
v \otimes v - u \leq \frac{2n}{\tau} I \quad \text{a.e.}
\]

Observe that subsolutions automatically satisfy $\frac{1}{2} |v|^2 \leq \tau$ a.e. (this follows from taking the trace in (54)). If in addition we have $\frac{1}{2} |v|^2 = \tau$ a.e., then the $v$ component of the subsolution is in fact a weak solution of the Euler equations. A convenient way to express the inequality (54) is obtained by introducing the generalized energy density
\[ e(v, u) = \frac{n}{2} |v \otimes v - u|_\infty, \]
where $|.|_\infty$ is the operator norm of the matrix (= the largest eigenvalue for symmetric matrices). The inequality (54) can then be equivalently written as
\[
e(v, u) \leq \bar{\tau} \quad \text{a.e.}
\]

As mentioned above, in passing to weak limits (or when considering any other averaging process), the high-frequency oscillations in the velocity are responsible for the appearance of a non-trivial Reynolds stress. Equivalently stated, this phenomenon is responsible for the inequality sign in (54). The key point of convex integration is that a strict inequality instead of (54) gives enough room so that the high-frequency oscillations can be “added back” on top of the subsolution – of course in a highly non-unique way. This is the content of the following theorem (essentially Proposition 2 from [DLS10]).

**Theorem 6.2 (Subsolution criterion).** Let $\tau \in L^\infty(\mathbb{T}^n \times (0, T))$ and $(\tau, \bar{\tau}, \bar{q})$ be a subsolution. Furthermore, let $\mathcal{U} \subset \mathbb{T}^n \times (0, T)$ a subdomain such that $(\tau, \bar{\tau}, \bar{q})$ and $\tau$ are continuous on $\mathcal{U}$ and
\[
\begin{cases}
e(\tau, \bar{\tau}) < \tau & \text{on } \mathcal{U} \\
e(\tau, \bar{\tau}) = \tau & \text{a.e. } \mathbb{T}^n \times (0, T) \setminus \mathcal{U}
\end{cases}
\]
Then there exist infinitely many weak solutions $v \in L^\infty(0, T; L^2(\mathbb{T}^n))$ of the Euler equations such that
\[
v = \tau \quad \text{almost everywhere outside } \mathcal{U}
\]
\[
\frac{1}{2} |v|^2 = \tau \quad \text{for a.e. } (x, t) \in \mathbb{T}^n \times (0, T)
\]
Condition (56) amounts to the requirement that in the open subset \( \mathcal{U} \subset \mathbb{T}^n \times (0,T) \) where \((\pi, \pi, \overline{\pi})\) is not a solution, it should actually be a strict subsolution. Let us further remark that:

- If in addition
  
  \[ \pi(\cdot, t) \to \nu_0(\cdot) \text{ in } L^2(\mathbb{T}^n) \text{ as } t \to 0, \]
  
  then all the \( \nu \)'s so constructed solve the Cauchy problem (1).
- Furthermore, the construction can be done in such a way that the pressure for such solutions satisfies
  
  \[ p = \overline{\pi} - \frac{2}{n} \pi \text{ for a.e. } (x,t). \]

In this formulation the Euler equations have been cast in the general framework (45)-(46) of Tartar, with

- \( d = n + 1 \),
- \( y = (x,t) \),
- \( \mathcal{D} = \mathbb{T}^n \times (0,T) \),
- \( z = (v,u,q) \),
- \( \mathbb{R}^N \cong \mathbb{R}^n \times S_0^{n \times n} \times \mathbb{R} \),
- \( K = \{(v,u,q) \in \mathbb{R}^n \times S_0^{n \times n} \times \mathbb{R} : e(v,u) = \overline{\pi}\} \),

and (45) given by (53). Observe that in this case \( K = K_\pi \) depends on \((x,t) \in \mathcal{D} \) (unless \( \overline{\pi} \) is constant). Nevertheless, the theory developed in Section 5.3 still applies with only minor modifications.

**Condition (H1).**

We start by calculating the wave cone as defined in (51) for the Euler system (53). This amounts to finding plane-wave solutions of the form

\[ (v,u,q)(x,t) = (\hat{v}, \hat{u}, \hat{q}) \sin(x \cdot \xi + ct), \]

where \((\hat{v}, \hat{u}, \hat{q}) \in \mathbb{R}^n \times S_0^{n \times n} \times \mathbb{R} \). We are lead to

\[ c\hat{v} + \hat{u} \xi + \hat{q} \xi = 0, \quad \xi \cdot \hat{v} = 0. \]

To solve this, introduce the projection \( P_\xi = I - \frac{\hat{v} \otimes \hat{v}}{\hat{v} \cdot \hat{v}} \) onto the subspace orthogonal to \( \hat{v} \). Applying this projection, the equations can be written equivalently as

\[ P_\xi \hat{u} P_\xi \xi = -\hat{q} \xi. \]

In other words, given any nonzero \( \hat{v} \) and any \( \hat{u} \), the triple \((\hat{v}, \hat{u}, \hat{q})\) is an element of the wave cone if (and only if) \(-\hat{q}\) is an eigenvalue of the symmetric matrix \( P_\xi \hat{u} P_\xi \).

Condition (H1) amounts to the following statement:

**Lemma 6.3.** For any nonzero \( \hat{v} \in \mathbb{R}^n \) and any \( \hat{u} \in S_0^{n \times n} \), there exists \( \hat{q} \in \mathbb{R} \) and a sequence \( z_k = (v_k, u_k, q_k) \in C_0^\infty(B_1(0)) \) such that, setting \( \hat{z} = (\hat{v}, \hat{u}, \hat{q}) \) we have

- \((v_k, u_k, q_k)\) solves (53),
- \( \text{dist}(z_k, [-\hat{z}, \hat{z}]) \to 0 \text{ uniformly}, \)
- \( z_k \to 0 \text{ weakly in } L^2, \)
- \( \int |z_k|^2 \text{dy} > C|\hat{z}|^2. \)
In order to prove Lemma 6.3, note that, by the very definition of the wave cone, the sequence
\begin{equation}
   z_k(y) = \hat{z} \sin(ky \cdot \eta),
\end{equation}
where \( \eta = (\xi, c) \) is as in (59), satisfies (a)-(d), but \( z_k \) is not compactly supported. There are two ways to remedy this problem:

1. If we multiply by a cut-off function \( \varphi \in C^\infty_c(B_1(0)) \), the function does not satisfy (53) any more. We could add a corrector \( \zeta_k \in C^\infty_c(B_1(0); \mathcal{M}) \), i.e. set
\begin{equation}
   z_k(y) = \hat{z} \varphi(y) \sin(ky \cdot \xi) + \zeta_k(y),
\end{equation}
such that
\begin{equation}
   \text{div} \zeta_k = f_k
\end{equation}
where
\begin{equation}
   f_k(y) = -\text{div} z_k(y) = -\hat{z} \nabla \varphi(y) \sin(ky \cdot \xi).
\end{equation}
Since \( f_k \to 0 \) in \( W^{-1,\infty} \) it is natural to expect the estimate
\[ ||\zeta_k||_{C^0(B_1(0))} = o(1) \text{ as } k \to \infty, \]
leading to condition (b), provided we can solve (62) in a reasonable way. This argument becomes important in producing continuous weak solutions, see [DLS13, DLS12a].

2. An alternative is to find a potential, analogously to the curl operator for divergence-free fields in Section 5.2. In fact it suffices to show that to any \( \overline{\mathcal{M}} \in \mathcal{M} \) there exists a matrix–valued, constant coefficient, homogeneous linear differential operator
\[ A(\partial) : C^\infty(\mathbb{R}^{n+1}) \to C^\infty(\mathbb{R}^{n+1}; \mathbb{R}^n \times S_0^{n \times n} \times \mathbb{R}) \]
and a space-time vector \( \eta \in \mathbb{R}^{n+1} \) such that for any \( \phi \in C^\infty(\mathbb{R}^{n+1}) \)
\[ (v, u, q) = A(\partial)\phi \text{ satisfies (53)}, \]
and if \( \phi(y) = \psi(y \cdot \eta) \), then
\begin{equation}
   A(\partial)\phi(y) = \hat{z} \frac{d^l \psi}{ds^l} (y \cdot \eta),
\end{equation}
where \( l \in \mathbb{N} \) is the order of \( A \). With such a potential, we can set
\begin{equation}
   z_k(y) = \frac{1}{k^l} A(\partial) [\psi(ky \cdot \eta) \varphi(y)].
\end{equation}
Observe that by (63) and the product rule we can write
\begin{equation}
   z_k(y) = \hat{z} \frac{d^l \psi}{ds^l} (y \cdot \eta) \varphi(y) + O\left(\frac{1}{k}\right),
\end{equation}
where the \( O(\frac{1}{k}) \) term is small in the \( C^0 \) norm. Compare this to (61). Such potentials can be constructed by observing that the matrix-valued polynomial \( A = A(\xi) \) needs to satisfy
\[ A^T = A, \quad A\xi = 0, \quad A e_{n+1} \cdot e_{n+1} = 0. \]
Such matrices can be obtained from the formula
\[ A(\xi) = \frac{1}{2} (R \xi \otimes Q \xi + Q \xi \otimes R \xi), \]
where \( R, Q, e_{n+1} \) are suitably chosen.
where \( R \) and \( Q \) are anti-symmetric \((n + 1) \times (n + 1)\) matrices such that \( R_{n+1} = 0 \). The condition (63) can be obtained by observing that for such \( A \) and \( \phi(y) = \psi(y \cdot \eta) \) we have
\[
A(\partial)\phi(y) = A(\eta) \frac{d^2 \psi}{ds^2} (y \cdot \eta).
\]
For further details, and for how to obtain \textit{pressureless oscillations} which are needed for (58), see Proposition 4.8 in [DLS10]. An alternative way to obtain potentials can be found in [DLS09].

\textit{Condition (H2).}

In Lemma 6.3 we saw that for any \((\hat{v}, \hat{u}, \hat{q})\) there exists a \( \hat{q} \) so that the triple \((\hat{v}, \hat{u}, \hat{q})\) is contained in the \( \Lambda \)-cone. On the other hand observe that the nonlinear constraint and the inequality defining subsolutions in (54) and (56) only involves the state variables \((v, u)\) and not \( q \). Consequently, in order to verify (H2) with \( K \) and \( U \) given by the equality and inequality in (56), respectively, it suffices to show that \( U \) is the (interior of the) convex hull of \( K \). This is the content of the next lemma.

\textbf{Lemma 6.4.} Let \( \bar{e} > 0 \) and define
\[
K = \left\{ (v, u) \in \mathbb{R}^n \times S_0^{n \times n} : e(v, u) = \bar{e} \right\},
\]
\[
U = \left\{ (v, u) \in \mathbb{R}^n \times S_0^{n \times n} : e(v, u) < \bar{e} \right\}.
\]
Then \( K^{co} = \overline{U} \).

\textbf{Proof.} First of all observe that \((v, u) \mapsto e(v, u)\) is convex.

Indeed, this follows from writing
\[
e(v, u) = \frac{n}{2} \max_{\xi \in S^{n-1}} \langle \xi, (v \otimes v - u)\xi \rangle = \frac{n}{2} \max_{\xi \in S^{n-1}} \left[ |\langle \xi, v \rangle|^2 - \langle \xi, u\xi \rangle \right]
\]
and noting that for every \( \xi \in S^{n-1} \) the map \((v, u) \mapsto |\langle \xi, v \rangle|^2 - \langle \xi, u\xi \rangle\) is convex. Consequently, \( \overline{U} \supset K^{co} \).

To show equality we need to show that any extreme point \((v_0, u_0)\) of \( \overline{U} \) is contained in \( K \). By a suitable rotation of the coordinate axes we may assume that \( v_0 \otimes v_0 - u_0 \) is diagonal, with diagonal entries \( 1 \geq \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \). If \( \lambda_n = 1 \), then \( v_0 \otimes v_0 - u_0 = I \) so that \((v_0, u_0) \in K \).

Next, assume that \( \lambda_n < 1 \). Let \( e_1, \ldots, e_n \) be the coordinate vector, write \( v_0 = \sum_{i=1}^n v^i e_i \) in coordinates and let
\[
\overline{v} = e_n, \quad \overline{u} = \sum_{i=1}^{n-1} v^i (e_i \otimes e_n + e_n \otimes e_i).
\]
Then \( \overline{u} \in S_0^{n \times n} \) and
\[
(v_0 + t\overline{v}) \otimes (v_0 + t\overline{v}) - (u_0 + t\overline{u}) = v_0 \otimes v_0 - u_0 + (2tv^n + t^2)e_n \otimes e_n.
\]
Since \( \lambda_n < 1 \), it follows that \((v_0, u_0) + t(\overline{v}, \overline{u}) \in \overline{U} \) for all sufficiently small \(|t|\) and hence \((v_0, u_0)\) cannot be an extreme point of \( \overline{U} \). This concludes the proof. \( \square \)
Condition (H3) and the proof of Theorem 6.2.

Let \( \bar{e}, (\bar{v}, \bar{u}, \bar{q}) \) and \( \mathcal{D} \) be as in the statement of Theorem 6.2. We define the approximating space of subsolutions \( X_0 \) as follows:

\[
X_0 := \left\{ (v, u, q) \text{ subsolution} : (i) \ (v, u, q) = (\bar{v}, \bar{u}, \bar{q}) \text{ on } \mathcal{D} \setminus \mathcal{U}, \right.
\]
\[
(iii) \ e(v, u) < \bar{e} \text{ in } \mathcal{U} \}.
\]

where \( (\bar{v}, \bar{u}, \bar{q}) \) is the subsolution given in Theorem 6.2. Observe that the assumptions in the theorem guarantee that \( X_0 \) is nonempty.

Lemma 6.5. \( X_0 \) is bounded in \( L^2(\mathcal{D}) \)

Proof. Observe first of all that (54) implies (by taking the trace)

\[
\frac{1}{2} |v|^2 \leq \bar{e} \quad \text{for a.e. } (x, t) \in \mathcal{D}.
\]

Hence \( \|v\|_{L^\infty(\mathcal{D})}^2 \leq 2\|\bar{e}\|_{L^\infty(\mathcal{D})} \). Moreover, since \( u \) is symmetric and traceless, the operator matrix norm can be estimated as

\[
|u|_{\infty} \leq (n-1)|\lambda_{\min}(u)|,
\]

where \( \lambda_{\min}(u) \) is the smallest eigenvalue. In turn, for any \( \xi \in S^{n-1} \) we have

\[
-u\xi \cdot \xi = (v \otimes v - u)\xi \cdot \xi - |v\xi|^2 \leq \frac{2\bar{e}}{n},
\]

so that \( \|u\|_{L^\infty(\mathcal{D})} \leq 2\|\bar{e}\|_{L^\infty(\mathcal{D})} \). Finally, from (53) we get

\[
-\Delta q = \text{div div } u \quad \text{on } \mathbb{T}^n
\]

so that in particular \( \|q\|_{L^2(\mathcal{D})} \leq \|u\|_{L^2(\mathcal{D})} \). It follows that \( X_0 \) is bounded in \( L^2(\mathcal{D}) \), by a bound only depending on \( \|\bar{e}\|_{L^\infty(\mathcal{D})} \). \( \square \)

Let \( X \) be the closure of \( X_0 \) in the weak \( L^2(\mathcal{D}) \) topology. Then \( X \) is a compact metric space as in Section 5.3 and \( X_0 \) is perturbable in the sense of hypothesis (H3). The statement of the theorem is then a direct consequence of Theorem 5.4 together with the considerations in (H1) and (H2) above with

\[
K = \left\{ (v, u) \in \mathbb{R}^n \times \mathcal{S}_0^{n \times n} : e(v, u) = \bar{e} \right\},
\]
\[
U = \left\{ (v, u) \in \mathbb{R}^n \times \mathcal{S}_0^{n \times n} : e(v, u) < \bar{e} \right\}.
\]

Note that \( K = K_{\bar{e}} \) and \( U = U_{\bar{e}} \) depend on \( (x, t) \) through the dependence on \( \bar{e} = \bar{e}(x, t) \). However, it is not difficult to see that, since \( \bar{e} \) is assumed to be continuous on \( \mathcal{U} \), it suffices to check (H2) for \( U_{\bar{e}} \) and \( K_{\bar{e}} \) for each fixed \( \bar{e} > 0 \) and then apply an additional covering argument.

6.2. Construction of subsolutions. Using Theorem 6.2, the results of Section 2 can be reduced to showing the existence of a suitable subsolution.
Compact support in time; Theorem 2.1.

Fix $0 < T_1 < T_2 < T$. Choose $(\bar{v}, \bar{u}, \bar{q}) \equiv 0$ and
\[
\bar{e} = \begin{cases} 
1 & t \in (T_1, T_2), \\
0 & \text{otherwise}. 
\end{cases}
\]
Then the conditions of Theorem 6.2 are satisfied with $\mathcal{U} = \mathbb{T}^n \times (T_1, T_2)$. The solutions $v$ obtained in this way have compact support in time. This in particular proves Theorem 2.1.

Fixed initial data I; Theorem 2.2.

In the example above the initial datum is trivially seen to be zero. In the same way any other fixed initial data can be prescribed by only using perturbations which are compactly supported in time.

For Theorem 2.2, i.e. without requiring admissibility, this can be done by first constructing a smooth solution $(\bar{v}, \bar{u}, \bar{q})$ to the underdetermined Cauchy problem
\[
\begin{align*}
\partial_t \bar{v} + \text{div} \bar{u} + \nabla \bar{q} &= 0, \\
\text{div} \bar{v} &= 0, \\
\bar{v}|_{t=0} &= v_0,
\end{align*}
\]
and then choosing $\bar{e}$ so that $(\bar{v}, \bar{u}, \bar{q})$ becomes a strict subsolution with respect to $\bar{e}$. Hence we want to choose the function $\bar{e}$ so that $\bar{e} > e(\bar{v}, \bar{u})$. Since the solutions should remain in the energy space, we also require $\bar{e} \in L^\infty(0, T; L^2(\mathbb{T}^n))$, which in turn requires
\[
\bar{v} \in L^\infty(0, T; L^2(\mathbb{T}^n)), \quad \bar{u} \in L^\infty(0, T; L^1(\mathbb{T}^n)).
\]
Such a solution can be found for instance by setting $\bar{v}$ to be the solution of
\[
\begin{align*}
\partial_t \bar{v} + (-\Delta)^{1/2} \bar{v} &= 0, \\
\bar{v}|_{t=0} &= v_0,
\end{align*}
\]
and then setting $\bar{u}_{ij} = -R_j \bar{v}_i - R_i \bar{v}_j$, where $R$ is the (vector-valued) Riesz transform with Fourier symbol $i\frac{\xi_j}{|\xi|}$. For further details we refer to [Wie11].

Fixed initial data II; Theorem 2.4.

If we require admissibility, we need to find (smooth) solutions of the Cauchy problem (65) satisfying the additional requirement
\[
\int_{\mathbb{T}^n} e(\bar{v}(x, t), \bar{u}(x, t)) \, dx < \frac{1}{2} \int_{\mathbb{T}^n} |v_0(x)|^2 \, dx \quad \text{for } t > 0
\]
so that we can define $\bar{e}$ such that
\begin{itemize}
  \item $(\bar{v}, \bar{u}, \bar{q})$ is a strict subsolution for $t > 0$;
  \item $\int_{\mathbb{T}^n} \bar{e}(x, 0) \, dx = \frac{1}{2} \int_{\mathbb{T}^n} |v_0(x)|^2 \, dx$.
\end{itemize}
An example, where this can be done in such a way that the solutions obtained will be admissible, is given by the shear flow initial data in 2D, Theorem 2.4. Thus, set $v_0$ to be the periodic extension of
\[
v_0(x_1, x_2) = \begin{cases} 
  e_1 & \text{if } x_2 \in (0, \frac{1}{2}), \\
  -e_1 & \text{if } x_2 \in (-\frac{1}{2}, 0).
\end{cases}
\]
We set
\[ \bar{v} := (\alpha, 0), \quad \bar{u} := \begin{pmatrix} \beta \\ \gamma \\ \gamma \\ -\beta \end{pmatrix}, \quad \bar{q} := \beta \]
where \( \alpha = \alpha(x_2, t), \beta = \beta(x_2, t) \) and \( \gamma = \gamma(x_2, t) \) are functions still to be fixed.
With these choices the system (65) reduces to
\[ \partial_t \alpha + \partial_{x_2} \gamma = 0. \]
whereas
\[ \bar{e}I - \bar{v} \otimes \bar{v} + \bar{u} = \begin{pmatrix} \bar{e} - \alpha^2 + \beta \\ \gamma \\ \gamma \\ \bar{e} - \beta \end{pmatrix}. \]
Next, for some \( \lambda \in (0, 1) \) we set \( \beta := \frac{1}{2} \alpha^2 \) and \( \gamma := -\frac{\lambda}{2}(1 - \alpha^2) \). With this choice (67) becomes the inviscid Burgers equation \( \partial_t \alpha + \frac{\lambda}{2} \partial_{x_2} \alpha^2 = 0 \), with (1-periodic) initial data given by \( \alpha(x_2, 0) = s(x_2) \). Set \( \alpha \) to be the (unique) viscosity solution, given by a rarefaction wave with speed \( \lambda \) at \( x_2 = 0 \) and constant shocks at \( x_2 = \pm \frac{1}{2} \) up to time
\[ T = \frac{1}{2\lambda}, \]
i.e. the 1-periodic extension of \( x_2 \mapsto \alpha(x_2, t) \) given by
\[ \alpha(x_2, t) := \begin{cases} 
-1 & \frac{-1}{2} < x_2 < -\lambda t, \\
\frac{x_2}{\lambda t} & -\lambda t < x_2 < \lambda t, \\
1 & \lambda t < x_2 < \frac{1}{2}, 
\end{cases} \quad \text{for } t < T. \]
In particular, we have \( |\alpha| \leq 1 \) for all \( (x, t) \). Set
\[ \mathcal{U} := \{(x, t) : |x_2| < \lambda t\} \]
and

\[ \tilde{e}(x,t) := \frac{1}{2} - \varepsilon \frac{1 - \lambda}{2} (1 - \alpha^2(x_2,t)) \]

for some \( \varepsilon \in [0,1) \). Since \( \mathcal{U} = \{ |\alpha| < 1 \} \), (56) holds. Therefore Theorem 6.2 is applicable.

**Generic initial data; Theorem 2.5.**

It is also possible to use the convex integration scheme to construct (generic) wild initial data for a given \( \tilde{e} \). Here we first fix \( \tilde{e} \in C([0,T] \times \mathbb{T}^n) \) and then construct the subsolution. The following is essentially from [DLS10] and [SW12].

In line with the strategy from Section 5.3, define the space of *initial data subordinate to \( \tilde{e} \) as

\[
Y_0 = \left\{ w \in C^\infty(\mathbb{T}^n) : \text{div} w = 0 \text{ and } \exists (\tilde{v}, \tilde{u}, \tilde{q}) \in C(\mathbb{T}^n \times [0,T]) \text{ such that} \right. \\
(i) (65) \text{ holds with } \tilde{v}|_{t=0} = w, \\
(ii) e(\tilde{v}, \tilde{u}) < \tilde{e} \text{ in } \mathbb{T}^n \times [0,T] \right\}.
\]

Observe that in particular

\[
\frac{1}{2} |w(x)|^2 \leq e(\tilde{v}(x,0), \tilde{u}(x,0)) < \tilde{e}(x,0) \text{ in } \mathbb{T}^n \text{ for any } w \in Y_0.
\]

We start with the following variant of Lemma 5.5, see [DLS10]:

**Lemma 6.6.** There exists a convex, monotone increasing function

\[
\Phi : \mathbb{R} \to \mathbb{R} \quad \text{with } \Phi(0) = 0 \text{ and } \Phi(\tau) > 0 \text{ for } \tau > 0
\]

with the following property: For any \( w \in Y_0 \) there exists a sequence \( w_k \in Y_0 \) such that \( w_k \rightharpoonup w \) in \( L^2(\mathbb{T}^n) \),

\[
\int_{\mathbb{T}^n} |w_k - w|^2 \, dx \geq \Phi \left( \int_{\mathbb{T}^n} \tilde{e}(x,0) - \frac{1}{2} |w|^2 \, dx \right)
\]

and moreover, the corresponding subsolutions \( (\tilde{v}_k, \tilde{u}_k, \tilde{q}_k) \) in the definition of \( Y_0 \) can be chosen so that

\[
\text{supp} (\tilde{v}_k - \tilde{v}, \tilde{u}_k - \tilde{u}, \tilde{q}_k - \tilde{q}) \subset \mathbb{T}^n \times [0,1/k).
\]

**Proof.** Let \( \tilde{e} > 0 \).

**Step 1.** First of all we claim that there exists a convex monotone function \( \Phi \) as in (70) such that for any \( (\tilde{v}, \tilde{u}) \in \mathbb{R}^n \times S_0^{n \times n} \) with \( e(\tilde{v}, \tilde{u}) < \tilde{e} \) there exists \( (\tilde{v}, \tilde{u}) \) with \( e(\tilde{v} \pm \tilde{v}, \tilde{u} \pm \tilde{u}) < \tilde{e} \) and

\[
|\tilde{v}|^2 \geq 4 \Phi(|\tilde{v}|^2 - 2\tilde{e})
\]

Indeed, this is a purely geometric fact concerning convex hulls, see (H2), and Lemma 5.3.

**Step 2.** Using the considerations in Section 6.1 concerning the conditions (H1) and (H2) we deduce: for any \( (\tilde{v}, \tilde{u}) \in \mathbb{R}^n \times S_0^{n \times n} \) with \( e(\tilde{v}, \tilde{u}) < \tilde{e} \) there exists \( \delta > 0 \) and a sequence \( (v_k, u_k, q_k) \in C^2(B_1(0) \times (0,1)) \) such that

(a) (53) holds;

(b) \( e(\tilde{v} + v_k(x,t), \tilde{u} + u_k(x,t)) < \tilde{e} - \delta \) for all \( (x,t) \);

(c) \( v_k(\cdot,0) \rightharpoonup 0 \) weakly in \( L^2(\mathbb{T}^n) \);
Corollary 6.7. For any $w \in Y_0$ there exists $\bar{\omega} \in L^2(\mathbb{T}^n)$ and a subsolution $(\bar{\nu}, \bar{u}, \bar{q}) \in C(\mathbb{T}^n \times (0, T))$ such that (65) holds with $\bar{\nu}|_{t=0} = \bar{\omega}$, $e(\bar{\nu}, \bar{u}) < \bar{\epsilon}$ in $\mathbb{T}^n \times (0, T)$,

$$\frac{1}{2} |\bar{\omega}(x)|^2 = \bar{\epsilon}(x, 0) \text{ for a.e. } x \in \mathbb{T}^n$$

and moreover

$$\|\bar{\omega} - w\|_{L^2(\mathbb{T}^n)}^2 \leq 3 \int_{\mathbb{T}^n} \bar{\epsilon}(x, 0) - \frac{1}{2} |w(x)|^2 \, dx.$$
Proof. Let $\delta > 0$. We proceed as in the proof of Theorem 4.2. Set $w_0 = w$ and $(\bar{v}_0, \bar{u}_0, \bar{q}_0)$ the associated subsolution. Having obtained $w_k$ and $(\bar{v}_k, \bar{u}_k, \bar{q}_k)$, set

$$\Phi_k := \Phi\left(\int_{\mathbb{T}^n} \bar{e}(x, 0) - \frac{1}{2}|w_k|^2 \, dx\right).$$

Using Lemma 6.6 above, choose $w_{k+1} \in Y_0$ and associated $(\bar{v}_{k+1}, \bar{u}_{k+1}, \bar{q}_{k+1})$ such that

(71) $|\langle w_{k+1} - w_k, w \rangle| \leq \min \{\delta2^{-k}, \frac{1}{2}\Phi_k\}$ for all $l \leq k$,

(72) $\int_{\mathbb{T}^n} |w_{k+1} - w_k|^2 \, dx \geq \Phi_k$,

(73) $\text{supp} (\bar{v}_{k+1} - \bar{v}_k, \bar{u}_{k+1} - \bar{u}_k, \bar{q}_{k+1} - \bar{q}_k) \subset \mathbb{T}^n \times [0, 1/k)$,

where we write $(f, g) = \int_{\mathbb{T}^n} fg \, dx$ for the $L^2$ inner product. From (71) and (72) we deduce that

$$\|w_{k+1}\|_2^2 = \|w_k\|_2^2 + \|w_{k+1} - w_k\|_2^2 + 2\langle w_{k+1} - w_k, w \rangle \geq \|w_k\|_2^2 + \Phi_k - \Phi_k = \|w_k\|_2^2,$$

so that the sequence $\|w_k\|_2$ is monotonic increasing. As $\|w_k\|_2^2 \leq 2 \int \bar{e}(x, 0) \, dx < \infty$, it follows that $\|w_k\|_2$ is a convergent sequence. But then, as in the proof of Theorem 4.2, we deduce from (71) that $\{w_k\}$ is a Cauchy sequence in $L^2(\mathbb{T}^n)$, hence $w_k \to \bar{w}$. Using the condition on the supports (73), it is moreover easy to see that there exists $(\bar{v}, \bar{u}, \bar{q}) \in C(\mathbb{T}^n \times (0, T))$ such that

$$(\bar{v}_k, \bar{u}_k, \bar{q}_k) \to (\bar{v}, \bar{u}, \bar{q}) \text{ in } C_{loc}(\mathbb{T}^n \times (0, T)).$$

Consequently $(\bar{v}, \bar{u}, \bar{q})$ also satisfies (65) and $\bar{v}|_{t=0} = \bar{w}$ in the weak $L^2$ sense. Finally, (72) implies that $\frac{1}{2}\|\bar{w}(x)\|^2 = \bar{e}(x, 0)$ for a.e. $x \in \mathbb{T}^n$. Furthermore, using once more (71) we obtain

$$|\langle \bar{w} - w, w \rangle| \leq \delta$$

so that

$$\|\bar{w} - w\|_2^2 = \|\bar{w}\|_2^2 - \|w\|_2^2 - 2\langle \bar{w} - w, w \rangle \leq 2 \int_{\mathbb{T}^n} \bar{e}(x, 0) - \frac{1}{2}|w(x)|^2 \, dx + 2\delta \leq 3 \int_{\mathbb{T}^n} \bar{e}(x, 0) - \frac{1}{2}|w(x)|^2 \, dx$$

for $\delta > 0$ sufficiently small. This concludes the proof. \qed

In the next lemma we show how to obtain smooth subsolutions from Leray weak solutions of the Navier-Stokes equations. See [SW12], where also the more general problem of obtaining regularized measure-valued solutions is considered.

Lemma 6.8. Let $w \in L^2(\mathbb{T}^n)$ with $\text{div } w = 0$. For any $\delta > 0$ there exists $(\bar{v}, \bar{u}, \bar{q}) \in C^\infty(\mathbb{T}^n \times [0, T))$ so that (53) holds,

(74) $\|\bar{v}|_{t=0} - w\|^2_{L^2(\mathbb{T}^n)} \leq \delta$

and for all $t \in [0, T]$

(75) $\int_{\mathbb{T}^n} e(\bar{v}(x, t), \bar{u}(x, t)) \, dx \leq \frac{1}{2} \int_{\mathbb{T}^n} |w(x)|^2 \, dx + \delta$. 
**Proof.** By regularizing $w$ if necessary, we may assume without loss of generality that $w \in C^\infty(\mathbb{T}^n)$.

For any $\nu > 0$ there exists a Leray weak solution $v_\nu$ of the Navier-Stokes system with viscosity $\nu > 0$

$$\partial_t v + \text{div} (v \otimes v) + \nabla p = \nu \Delta v,$$

$$\text{div} v = 0,$$

$$v|_{t=0} = w,$$

[together with the uniform bound]

$$\sup_{t} \|v_\nu(t)\|_{L^2(\mathbb{T}^n)}^2 + 2\nu \int_0^T \|\nabla v_\nu(t)\|_{L^2(\mathbb{T}^n)}^2 \, dt \leq \|w\|_{L^2(\mathbb{T}^n)}^2. \tag{76}$$

Since $\Delta v = \text{div} (\nabla v + \nabla v^T)$ for div-free fields, we can define $u_\nu$ and $q_\nu$ as

$$u_\nu = v_\nu \otimes v_\nu - \frac{1}{n} |v_\nu|^2 I - \nu(\nabla v_\nu + \nabla (v_\nu^T)),$$

$$q_\nu = p_\nu + \frac{1}{n} |v_\nu|^2,$$

so that $u_\nu$ takes values in $S_{0,n}^{n \times n}$ and $(v_\nu, u_\nu, q_\nu)$ satisfies (53). Next, let $\rho(x) \in C_c^\infty(B_1(0))$ and $\chi \in C_c^\infty(-1,0)$ be standard mollifying kernels. Fix $\varepsilon > 0$ and let $\rho_\varepsilon(x) = \varepsilon^{-n} \rho(\varepsilon^{-1} x)$, $\chi_\varepsilon(t) = \varepsilon^{-1} \chi(\varepsilon^{-1} t)$. Set

$$\bar{v}(x,t) := \bar{v}(x,t) = \int_t^{t+\varepsilon} (v_\nu \ast \rho_\varepsilon)(x,s) \chi_\varepsilon(t-s) \, ds,$$

and similarly define $\bar{u}$ and $\bar{q}$, so that

$$\bar{u} = v_\nu \otimes v_\nu - \frac{1}{n} |v_\nu|^2 I - \nu(\nabla \bar{v} + \nabla \bar{v}^T).$$

By virtue of the linearity of (53), the triple $(\bar{v}, \bar{u}, \bar{q}) \in C^\infty(\mathbb{T}^n \times [0,T))$ satisfies (53). Using Jensen’s inequality we see that

$$\bar{v}_\nu \otimes v_\nu - \bar{v}_\nu \otimes v_\nu \geq 0,$$

and hence

$$\bar{v} \otimes \bar{v} - \bar{u} \leq \frac{1}{n} |v_\nu|^2 I + O\left(\nu |\nabla \bar{v}|\right).$$

Consequently, by integrating in $x$ and using the uniform bound (76),

$$\int_{\mathbb{T}^n} e(\bar{v}(x,t), \bar{u}(x,t)) \, dx \leq \int_{\mathbb{T}^n} |w(x)|^2 \, dx + O\left(\frac{\nu}{\varepsilon}\right).$$

Finally,

$$\bar{v}|_{t=0} - w = \int_0^\varepsilon ((v_\nu - w) \ast \rho_\varepsilon)(s) \chi_\varepsilon(-s) \, ds + (w \ast \rho_\varepsilon - w),$$

so that

$$\|\bar{v}|_{t=0} - w\|_{L^2(\mathbb{T}^n)} \leq \sup_{t \in [0,\varepsilon]} \|v_\nu(\cdot, t) - w\|_{L^2(\mathbb{T}^n)} + \|w \ast \rho_\varepsilon - w\|_{L^2(\mathbb{T}^n)}.$$
Once more using (76) and (53), and writing $v_\nu(t) := v_\nu(\cdot, t)$, we have
\[ \int_{\mathbb{T}^n} |v_\nu(t) - w|^2 \, dx = \int_{\mathbb{T}^n} |v_\nu(t)|^2 - |w|^2 \, dx - 2 \int_{\mathbb{T}^n} (v_\nu(t) - w) \cdot w \, dx \]
\[ \leq -2 \int_{\mathbb{T}^n} (v_\nu(t) - w) \cdot w \, dx \]
\[ = 2 \int_0^t \int_{\mathbb{T}^n} \left( \text{div} u_\nu(s) + \nabla q_\nu(s) \right) \cdot w \, dx \, ds \]
\[ = 2 \int_0^t \int_{\mathbb{T}^n} u_\nu(s) \cdot \nabla w \, dx \, ds \]
\[ \leq C(t + t^{1/2}) \| \nabla w \|_{L^\infty(\mathbb{T}^n)} \| w \|_{L^2(\mathbb{T}^n)}. \]
Therefore, by choosing $\varepsilon > 0$ sufficiently small, we can ensure (74), and then by choosing $\nu > 0$ sufficiently small, we ensure in addition (75). The lemma follows. $\square$

Finally, we are ready to prove Theorem 2.5. Let $w \in L^2(\mathbb{T}^n)$ with $\text{div} w = 0$ and let $\delta > 0$. Using Lemma 6.8 we obtain a smooth subsolution $(v, u, q)$ satisfying (74)-(75). Choose $\bar{e} \in C(\mathbb{T}^n \times [0, T])$ so that $\bar{e} > e(v, u)$ in $\mathbb{T}^n \times [0, T)$ and
\[ \int_{\mathbb{T}^n} \bar{e}(x, t) - e(v(x, t), u(x, t)) \, dx \leq \delta \quad \text{for all } t \in [0, T). \]
Then, by construction, $v|_{t=0} \in Y_0$, so that, by Corollary 6.7 we obtain a $w \in L^2(\mathbb{T}^n)$ and associated $(\bar{v}, \bar{u}, \bar{q}) \in C(\mathbb{T}^n \times (0, T))$ so that
\[ e(\bar{v}, \bar{u}) < \bar{e} \quad \text{in } \mathbb{T}^n \times (0, T), \frac{1}{2} |w|^2 = \bar{e}(\cdot, 0). \]
Therefore we can apply Theorem 6.2 with $\mathcal{W} = \mathbb{T}^n \times (0, T)$. In particular $\bar{w}$ is a wild initial data. Furthermore
\[ \| \bar{w} - w \|^2_{L^2} \leq 2 \| \bar{w} - v|_{t=0} \|^2_{L^2} + 2 \| v|_{t=0} - w \|^2_{L^2} \]
\[ \leq C \int_{\mathbb{T}^n} \bar{e}(x, 0) - \frac{1}{2} |v(x, 0)|^2 \, dx + C\delta \]
\[ \leq C \int_{\mathbb{T}^n} e(v(x, 0), u(x, 0)) - \frac{1}{2} |v(x, 0)|^2 \, dx + C\delta \]
\[ \leq C \int_{\mathbb{T}^n} |w(x)|^2 - |v(x, 0)|^2 \, dx + C\delta \]
\[ \leq C\delta. \]
Since $\delta > 0$ was arbitrary, this proves the strong density of wild initial data, Theorem 2.5.

7. Hölder regularity

In the previous sections we gave several examples where a very large set of solutions with low regularity exists. In particular
- $C^1$ isometric embeddings $M^n \hookrightarrow \mathbb{R}^{n+1}$;
- $L^\infty$ weak solutions of the Euler equations.
In both cases it is natural to ask whether solutions with better regularity exist, and indeed, in many cases the answer is yes. However, under better regularity assumptions new conserved quantities appear, leading to rigidity phenomena that replace the type of flexibility (h-principle) of the irregular case. Thus

(a) the $C^2$ isometric embedding $S^2 \hookrightarrow \mathbb{R}^3$ is unique (modulo rigid motion);
(b) a Lipschitz solution of the initial value problem for Euler is unique (if it exists).

Observe that in both cases the existence of one more derivative is assumed. There are also more subtle ways in which a certain form of “rigidity” can appear:

(c) for $C^{1,\alpha}$ isometric embeddings with $\alpha > \frac{1}{2}$ the holonomy group is preserved by the embedding;
(d) a $C^{1,\alpha}$ isometric embedding $S^2 \hookrightarrow \mathbb{R}^3$ with $\alpha > \frac{2}{3}$ agrees with the standard embedding;
(e) for $C^\alpha$ weak solutions of Euler with $\alpha > \frac{1}{3}$ the energy is constant in time.

7.1. Standard inequalities. The Hölder seminorms for $m = 0, 1, 2, \ldots$ and $\alpha \in (0, 1)$ are defined as

$$[f]_m = \max_{|\beta| = m} \|D^\beta f\|_0,$$

$$[f]_{m+\alpha} = \max_{|\beta| = m, x \neq y} \frac{|D^\beta f(x) - D^\beta f(y)|}{|x - y|^\alpha},$$

where $\beta = (\beta_1, \ldots, \beta_n) \in \mathbb{N}^n$ is a multi-index and $|\beta| = \beta_1 + \cdots + \beta_n$. The Hölder norms are then given by

$$\|f\|_m = \sum_{j=0}^m [f]_j$$

$$\|f\|_{m+\alpha} = \|f\|_m + [f]_{m+\alpha}.$$

The following inequalities are standard and can be found for instance in [Kry96]:

**Lemma 7.1.** Let $f, g \in C^r(\mathbb{R}^n)$. For any $0 \leq s \leq r$ we have

(77) $[f]_s \leq C_r([f]_r + \|f\|_0)$

(78) $[f]_s \leq C_r\|f\|_0^{1-r/s}[f]_r^{r/s}$

(79) $[fg]_r \leq C_r([f]_r\|g\|_0 + \|f\|_0\|g\|_r)$

Next, we record a couple of estimates on convolutions. Let $\rho \in C^\infty_c(\mathbb{R}^n)$ such that

$$\rho \geq 0, \quad \rho(x) = \rho(-x), \quad \int \rho \, dx = 1,$$

and let $\rho_\ell(x) = \ell^{-n}\rho(\ell^{-1}x)$ for $0 < \ell < 1$. The first two estimates below are standard, the third one is from [CET94], see also [CDLS12].

**Lemma 7.2.**

(80) $$\|f * \rho_\ell\|_r \leq C_r\ell^{-r}\|f\|_0 \quad \text{for } r \geq 0,$$

(81) $$\|f * \rho_\ell - f\|_0 \leq C_r\ell^r\|f\|_r \quad \text{for } r \leq 2,$$

(82) $$\|(fg) * \rho_\ell - (f * \rho_\ell)(g * \rho_\ell)\|_r \leq C_r\ell^{2s-r}[f]_s[g]_s \quad \text{for } r \geq 0, s \leq 1.$$
Proving (81). Conversely, by interpolation (c.f. Lemma 7.1). For any multi-index $\beta$ we have
\[
\partial^\beta (f * \rho_\ell) = \ell^{-n-|\beta|} \int_{\mathbb{R}^n} (\partial^\beta \rho) \left( \frac{x-y}{\ell} \right) f(y) \, dy.
\]
Hence
\[
[f * \rho_\ell]_r \leq \ell^{-r} \|f\|_0 \sum_{|\beta|=r} \int |\partial^\beta \rho| \, dx,
\]
proving (81). Conversely,
\[
f(x) - f * \rho_\ell(x) = \int_{\mathbb{R}^n} \rho_\ell(x-y)(f(y) - f(x)) \, dy,
\]
and by the mean value theorem $|f(y) - f(x)| \leq |f|_1 |y - x|$, so that
\[
|f(x) - f * \rho_\ell(x)| \leq \ell |f|_1 \int |z\rho(z)| \, dz.
\]
More generally, by considering the Taylor expansion of $f$ we have $f(y) - f(x) = \sum_i \partial_i f(x)(y_i - x_i) + r_x(y - x)$, where $\sup_x |r_x(z)| \leq C|z|^2 |f|_2$. Since $\rho$ is symmetric,
\[
\int_{\mathbb{R}^n} \rho(z) \sum_i \partial_i f(x)z_i \, dz = \sum_i \partial_i f(x) \int_{\mathbb{R}^n} \rho(z)z_i \, dz = 0,
\]
so that
\[
f(x) - f * \rho_\ell(x) = -\int_{\mathbb{R}^n} \rho_\ell(z)r_x(z) \, dz.
\]
This implies (82).

For the proof of estimate (83) let $\beta$ be any multi-index with $|\beta| = r$. By the product rule
\[
\partial^\beta [\rho_\ell * (fg) - (\rho_\ell * f)(\rho_\ell * g)] = \partial^\beta \rho_\ell * (fg) - \sum_{\beta' \leq \beta} \binom{\beta}{\beta'} (\partial^{\beta'} \rho_\ell * f)(\partial^{\beta-\beta'} \rho_\ell * g)
\]
\[
= \partial^\beta \rho_\ell * (fg) - (\partial^\beta \rho_\ell * f)(\rho_\ell * g) + (\rho_\ell * f)(\partial^\beta \rho_\ell * g)
\]
\[
- \sum_{0<\beta' < \beta} \binom{\beta}{\beta'} [\partial^{\beta'} \rho_\ell * (f - f(x))][\partial^{\beta-\beta'} \rho_\ell * (g - g(x))]
\]
\[
= \partial^\beta \rho_\ell * [(f - f(x))(g - g(x))]
\]
\[
- \sum_{\beta' \leq \beta} \binom{\beta}{\beta'} \partial^{\beta'} \rho_\ell * (f - f(x)) \cdot \partial^{\beta-\beta'} \rho_\ell * (g - g(x)),
\]
where we have used the fact that
\[
\partial^\beta \rho_\ell * f(x) = \begin{cases} f(x) & \text{if } \beta = 0, \\ 0 & \text{if } \beta \neq 0. \end{cases}
\]
Now observe that for $s \leq 1$
\[
\left| \partial^3 \rho \ast \{[f - f(x)](g - g(x))\} \right| \\
= \left| \int \partial^3 \rho(y) [f(x - y) - f(x)](g(x - y) - g(x)) dy \right| \\
\leq \int |\partial^3 \rho(y)||y|^{2s} dy \|f\|_{s} \|g\|_{s} = C_s \ell^{2s-r} \|f\|_{s} \|g\|_{s}.
\]
Similarly, all the terms in the sum over $\beta'$ in (84) obey the same estimate. This concludes the proof of (83). \qed

7.2. **Conserved quantities.**

**Euler flows and Energy.**

The following proof is essentially from [CET94], see also [DR00b]. Let $v \in L^{\infty}(0,T; C^\alpha(T^3))$ be a weak solution of the Euler equations for some $\alpha > 0$. Since $v$ is not sufficiently regular, the identities (6) and (7) cannot be obtained by simply testing the equation with $v$ itself. Instead we mollify the equation, obtaining
\[
\partial_t (v \ast \rho) + \text{div} \left( (v \otimes v) \ast \rho \right) = 0.
\]
Observe that $v \ast \rho := v \ast \rho$ is not a solution of the Euler equations. However, testing with $v \ast \rho$ itself we obtain the following analogue of (6):
\[
\partial_t \|v\|^2 + \text{div} \left( \|v\|^2 + p \right) = v \cdot \text{div} \left[ v \otimes v - (v \otimes v) \ast \rho \right]
\]
which, after integrating, yields
\[
\frac{d}{dt} \int_{T^3} \frac{|v|^2}{2} dx = \int_{T^3} \nabla v : \left[ v \otimes v - (v \otimes v) \ast \rho \right] dx.
\]
The integrand on the right can be estimated, using (81) and (83), as
\[
\|\nabla v : \left[ v \otimes v - (v \otimes v) \ast \rho \right] \|_0 \leq \|v\|_1 \|v \otimes v - (v \otimes v) \ast \rho\|_0 \leq C \ell^{3\alpha-1} |v|^3_{\alpha},
\]
so that, by letting $\ell \to 0$, we deduce that
\[
\text{if } \alpha > 1/3, \text{ then } \frac{d}{dt} \int_{T^3} \frac{|v|^2}{2} dx = 0.
\]

**Isometric immersions and Curvature.**

Let $g$ be a $C^2$ metric on $\Omega \subset \mathbb{R}^n$ and $u \in C^{1, \alpha}(\Omega; \mathbb{R}^m)$ an immersion for some $\alpha > 0$. Recall that on the manifold $(\Omega, g)$ one defines the Christoffel symbols and the Riemannian curvature tensor as
\[
\Gamma^i_{jk} = \sum_l \frac{1}{2} g^{il} (\partial_k g_{jl} + \partial_j g_{lk} - \partial_l g_{kj})
\]
and
\[
R_{ijkl} = \sum_p g_{lp} \left( \partial_k \Gamma_{ij}^p - \partial_i \Gamma_{jk}^p + \Gamma_{ij}^l \Gamma_{lk}^p - \Gamma_{ij}^l \Gamma_{lk}^p \right).
\]
In particular for $n = 2$ the Gauss curvature can be calculated as
\[
\kappa = \frac{R_{1212}}{\det g}.
\]
It is important to observe that, although $u$ is not regular enough to take more than one derivative, $g = \nabla u^T \nabla u$ is. As in the case of the Euler equations, let us mollify $u$, i.e. set

$$u_\ell = u * \rho_\ell, \quad g_\ell = \nabla u_\ell^T \nabla u_\ell.$$  

Using (82) we see that

$$\|u_\ell - u\|_1 \leq C \ell^\alpha \|\nabla u\|_\alpha,$$

and (83) yields

$$\|g_\ell - g\|_r \leq \|\nabla u_\ell^T \nabla u_\ell - (\nabla u^T \nabla u) * \rho_\ell\|_r + \|g * \rho_\ell - g\|_r \leq C_r \ell^{2\alpha - r}\|u\|_\alpha^2 + C_r \ell^{2 - r}\|g\|_2.$$  

In particular, if we set $\Gamma_\ell$ to be the Christoffel symbol associated with the metric $g_\ell$, then

$$\|\Gamma_\ell - \Gamma\|_0 \leq C \|g_\ell - g\|_1 \leq C \ell^{2\alpha - 1}.$$  

Thus, provided $\alpha > 1/2$, the Christoffel symbols converge uniformly. Consequently, parallel transport can be defined on the image $u(\Omega)$ by regularization, see [Bor59] and (c) above in the introduction to Section 7.

Concerning the curvature, recall the following classical formula of Gauss, relating the Gauss curvature of an embedded (smooth) surface $\Sigma^2$ to the Gauss map:

$$\kappa dA = N^* d\sigma,$$

where $dA$ is the area form on the surface, $d\sigma$ is the area form on $S^2$ and $N : \Sigma^2 \to S^2$ is the unit normal to $\Sigma^2 \subset \mathbb{R}^3$, the Gauss map.

Returning to isometric embeddings, let $M^2$ be a compact surface without boundary, and $u : M^2 \to \mathbb{R}^3$ an isometric embedding of class $C^{1,\alpha}$. Let $u_\ell$ once again be the regularized embedding. Using the area formula, we have the equivalent formulation of the above as

$$\int_V f(N_\ell(x)) \kappa_\ell(x) dA_\ell(x) = \int_{S^2} f(y) \deg(y, V, N_\ell) d\sigma(y)$$

for all open $V \subset \subset \Sigma^2$ and $f \in C^1(S^2)$. From (85) we deduce that $N_\ell \to N$ uniformly, provided $\alpha > 0$, and hence the right hand side of (87) converges to $\int_{S^2} f(y) \deg(y, V, N) d\sigma(y)$.

Concerning the left hand side, assume now that $\alpha > 2/3$. Observe from the formulas for the Riemannian curvature tensor and for $\kappa$, that, by (86), only the term with a second derivative on $g_\ell$ remains problematic. Accordingly, let us consider a term of the form

$$\int_V f(N_\ell(x)) \partial_{kl} g_\ell(x) (\det g_\ell)^{-1/2} dx.$$  

Set $\psi_\ell := f(N_\ell)(\det g_\ell)^{-1/2}$, so that (88) can be written as

$$\int_V \psi_\ell \partial_{kl} g_\ell = - \int_V \partial_k \psi_\ell \partial_l g_\ell$$

$$= - \int_V \partial_k \psi_\ell (\partial_l g_\ell - \partial_l g) dx - \int_V \partial_k \psi_\ell \partial_l g dx$$

$$= - \int_V \partial_k \psi_\ell (\partial_l g_\ell - \partial_l g) dx + \int_V \psi_\ell \partial_{kl} g dx = I_\ell + II_\ell.$$
Using the estimate on $g_\ell - g$ and (81), we have
\[ \| \psi_\ell (\partial_y g_\ell - \partial_y g) \|_0 \leq C^{\ell_2} \ell^{2\alpha - 2} = C^{\ell_2} \ell^{2\alpha - 2}, \]
leading to $I_\ell \to 0$, whereas $II_\ell \to II = \int_V \psi \partial_y g \, dx$. Consequently, if $\alpha > 2/3$, the Gauss formula in the area formulation (87) holds for the surface $\Sigma^2 = u(M^2)$.

The rigidity statement (d) from the introduction of this section follows from the following notion from [Pog73]:

**Definition 7.3.** Let $\Omega \subset \mathbb{R}^2$ be open and $u \in C^1(\Omega; \mathbb{R}^3)$ an immersion. The surface $u(\Omega)$ has bounded extrinsic curvature if there exists a constant $C$ such that
\[ \sum_{i=1}^k |N(E_i)| \leq C \]
for any finite collection $\{E_i\}$ of pairwise disjoint closed subsets of $\Omega$.

The rigidity for surfaces with bounded extrinsic curvature follows from the classical rigidity theory for convex surfaces (see e.g. [CV27, Pog51, Spi79] and

**Theorem 7.4 (Pogorelov [Pog73]).** Closed $C^1$ surfaces with positive Gauss curvature and bounded extrinsic curvature are convex.

It remains to show therefore, that our surface $u(M^2)$ with $u \in C^{1,\alpha}$, $\alpha > 2/3$ has indeed bounded extrinsic curvature.

**Lemma 7.5.** Let $\Sigma^2 = u(M^2)$ be a compact surface with positive Gauss curvature and assume that the area formula
\[ \int_V f(N(x)) \kappa(x) \, dA(x) = \int_{S^2} f(y) \deg(y, V, N) \, d\sigma(y) \]
holds for all open $V \subset \subset \Sigma^2$ and $f \in C^1(S^2)$. Assume further that $u \in C^{1,\alpha}$ with $\alpha > 1/2$. Then $\Sigma^2$ is of bounded extrinsic curvature.

**Proof.** Using the fact that $\kappa > 0$ and the area formula holds, it is not difficult to verify that
- $\deg(y,V,N) \geq 0$ for all $y \in S^2$;
- $\deg(y,V,N) \geq 1$ for all $y \in N(V) \setminus N(\partial V)$.

For the details see [CDLS12]. Then, given a pairwise disjoint family of closed sets $\{E_i\}$, find an open cover with pairwise disjoint sets $\{V_i\}$ such that $\partial V_i$ is smooth. Then
\[ \sum_i |N(E_i)| \leq \sum_i |N(V_i) \setminus N(\partial V_i)| + |N(\partial V_i)| \]
\[ \leq \sum_i \int_{S^2} \deg(y,V_i,N) \, dy \]
\[ = \sum_i \int_{V_i} \kappa \leq \int_{M^2} \kappa < \infty, \]
where we have used, that for $\alpha > 1/2$ the measure of the image $N(\partial V_i)$ is zero, since $|\partial V_i| = 0$ and $N \in C^{\alpha}$. This completes the proof. \(\square\)
7.3. $C^{1,\alpha}$ isometric embeddings. Let us return to the local codimension 2 setting of Section 3. Our aim is to modify the proof of Theorem 3.1 so that the embedding obtained has Hölder continuous first derivatives. The main idea can be best explained in the local, codimension 2 setting of Section 3.1. The extensions in Section 3.2 can then be implemented in the same way, but the details become more technical without more insight. Therefore, in these notes we restrict our attention to the setting of Theorem?? The general case can be found in [CDLS12].

The iteration scheme will proceed essentially in the same way as in Section 3. In particular, recall that one step was defined by

$$v(x) = u(x) + \frac{a(x)}{\lambda} \left( \sin(\lambda x \cdot \xi) \zeta(x) + \cos(\lambda x \cdot \xi) \eta(x) \right).$$

This time we need a more precise estimate on the $O(\frac{1}{\lambda})$-term in the metric error.

**Lemma 7.6.** For $v$ defined above

$$\nabla v^T \nabla = \nabla u^T \nabla + a^2 \xi \otimes \xi + E,$$

where

$$\|E\|_0 \leq C \left( \|a\|_0 \|a\|_1 + \|a\|_0 \|u\|_2 \right) + \frac{C}{\lambda^2} \left( \|a\|_1^2 + \|a\|_0^2 \|u\|_2^2 \right).$$

Moreover, for any $k \geq 1$ we have

$$[v - u]_{k+1} \leq C_k \left( \lambda^k \|a\|_0 + \frac{1}{\lambda} (\|a\|_{k+1} + \|u\|_{k+2}) \right).$$

**Proof.** The proof is a direct calculation, using Lemma 7.1 and the estimate

$$\|\zeta\|_k, \|\eta\|_k \leq C_k \|u\|_{k+1}.$$

Observe the following effect: in order to estimate the new metric error, we need information on the second derivatives of $u$. However, in order to estimate the second derivatives of $v$ (for the subsequent step), we need information on the third derivatives of $u$. In other words the iteration scheme comes with a loss of derivative, analogously to the Nash-Moser iteration scheme. The solution, as in the Nash-Moser iteration, is to mollify the maps at each stage of the iteration. Recall that a stage consists of decomposing the metric error

$$h = g - \nabla u^T \nabla$$

into primitive metrics and then adding each primitive metric using the ansatz (89) in consecutive steps. This time we will mollify $u$ at the beginning of each stage at length-scale $\ell > 0$ and estimate all norms in terms of

$$\delta^2 := \|h\|_0 \quad \text{and} \quad M := \|u\|_2.$$
Mollification.

Set
\[ u_\ell := \rho_\ell * u, \quad g_\ell := \rho_\ell * g, \]
where \( \rho_\ell \) is a standard mollifier as in (80). Since we aim at a local result, we may as well assume that \( u \) and \( g \) are defined in a neighbourhood of \( \Omega \). Using the convolution estimates in Lemma 7.2 we obtain
\[
\|u_\ell\|_{k+2} \leq C_k \ell^{-k} M \quad \text{for } k \geq 0,
\]
\[
\|u_\ell - u\|_1 \leq C\ell M,
\]
whereas the metric error becomes
\[
\|g_\ell - \nabla u_\ell^T \nabla u_\ell\|_k \leq \|g_\ell - (\nabla u_\ell^T \nabla u)\|_k + \|\nabla u_\ell^T \nabla u\|_k - \nabla u_\ell^T \nabla u_\ell\|_k \leq C_k (\ell^{-k} \delta^2 + \ell^{2-k} M^2).
\]

In order not to increase the size of the metric error by the mollification, we are forced to choose the length scale
\[ \ell = \frac{\delta}{M}. \]
This in turn leads to the estimates \((k \geq 0)\)
\[
\|u_\ell - u\|_1 \leq C\delta,
\]
\[
\|g_\ell - \nabla u_\ell^T \nabla u_\ell\|_k \leq C_k \delta^2 \ell^{-k},
\]
\[
\|u_\ell\|_{k+2} \leq C_k \delta \ell^{-k-1}.
\]

Decomposing into primitive metrics.

We wish to use Lemma 3.3 to write the metric error
\[ h_\ell := g_\ell - \nabla u_\ell^T \nabla u_\ell \]
as the (locally finite) sum of primitive metrics. However, the definition \( a_j(x) = \Gamma_j(h_\ell(x)) \) has the disadvantage that we cannot control higher derivatives of \( a_j \) easily. Recall that \( \|a_j\|_0 \leq \|h_\ell\|^{1/2} \), so that, in analogy with the estimates for \( u_\ell \) we should expect the estimates
\[ \|a_j\|_k \leq C_k \delta \ell^{-k}. \]
Indeed, after mollification we can imagine \( g_\ell, \nabla u_\ell \) and hence \( h_\ell \) to be constant on length scales below \( \ell \). In order to achieve (90) we rescale the metric error as follows. Fix a small number \( r > 0 \) and define
\[ \tilde{h}_\ell := g_\ell + \frac{r}{\delta^2} h_\ell \]
\[ = \left(1 + \frac{\delta^2}{r}\right) g_\ell - \frac{\delta^2}{r} \nabla u_\ell^T \nabla u_\ell \]
and
\[ \tilde{u}_\ell := \left(1 + \frac{\delta^2}{r}\right)^{-1/2} u_\ell. \]
Then
\[ \|\tilde{h}_\ell - g_\ell\|_0 \leq r, \]
and on the other hand
\[ g_\ell - \nabla \tilde{u}_\ell^T \nabla \tilde{u}_\ell = \frac{\delta^2}{r + \delta^2} \tilde{h}_\ell. \]
Invoking Lemma 3.3 we write

\[(92) \tilde{h}_\ell(x) = \sum_j \Gamma_j^2(\tilde{h}_\ell(x)) \xi^j \otimes \xi^j \]

and accordingly, we set

\[(93) a_j(x) := \frac{\delta}{\sqrt{r+\delta^2}} \Gamma_j(\tilde{h}_\ell(\ell - )). \]

Because of (91) and since the decomposition in Lemma 3.3 is locally finite, by choosing \( r > 0 \) sufficiently small (only depending on \( g \)), the sum (92) consists of a fixed finite number of terms \( \{\Gamma_j\}_{j=1}^N \), where \( N \) is independent of \( u \) (hence independent of the particular stage). Therefore the functions \( \Gamma_j \) involved in the sum are smooth with uniform estimates on all derivatives (each single \( \Gamma_j \) has this property, see Lemma 3.3), and consequently

\[\|\Gamma_j \circ \tilde{h}_\ell\|_k \leq C_k \|\tilde{h}_\ell\|_k \leq C_k \ell^{-k}. \]

From this together with (93) we deduce (90) easily.

The above rescaling can be understood as follows: The estimate in (94), \( \|\Gamma_j \circ \tilde{h}_\ell\|_k \leq C_{k,j} \|\tilde{h}_\ell\|_k \), holds for each \( j \) separately, but with constants that might depend on \( j \) as well. Moreover, along the iteration \( \tilde{h}_\ell \) becomes smaller and smaller, requiring new \( \Gamma_j \)’s to be used in (92). Indeed, recall that each \( \Gamma_j \) is supported on a compact subset of \( P \), the set of symmetric positive-definite matrices. On the other hand the identity (92) suggests that we might instead use a fixed set of \( \Gamma_j \)’s if we extend them to \( 1/2 \)-homogeneous functions. More precisely, Lemma 3.3 obviously implies the identity

\[A = \sum_j \left( |A|^{1/2} \Gamma_j \left( \frac{A}{|A|} \right) \right)^2 \xi^j \otimes \xi^j \]

for \( A \in P \). The estimate (91) ensures that only a finite number of \( \Gamma_j \)’s are used, and (93) amounts to the \( 1/2 \)-homogeneous rescaling, with \( \delta \sim |\tilde{h}_\ell| \).

Next, observe that \( \tilde{u}_\ell \) enjoys the same estimates as \( u_\ell \), since we may assume \( \delta^2 < r \). (\( r > 0 \) is fixed once for all whereas \( \delta > 0 \) changes along the iteration).

Finally, we replace (89) by

\[(95) v(x) = \tilde{u}_\ell(x) + \frac{a(x)}{\lambda} \left( \sin(\lambda x \cdot \xi) \tilde{\zeta}_\ell(x) + \cos(\lambda x \cdot \xi) \tilde{\eta}_\ell(x) \right), \]

where \( \tilde{\zeta}_\ell, \tilde{\eta}_\ell \) are the unit normal vectors to \( \tilde{u}_\ell(\Omega) \) and \( a = a_j, \xi = \xi^j \) for some \( j \). Combining Lemma 7.6 with the estimates for \( \|u_\ell\|_{k+2} \) and \( \|a_j\|_k \) from above, we obtain the new metric error:

\[\|E\|_0 \leq \frac{C}{\lambda} (\delta^2 \ell^{-1} + \delta M) + \frac{C}{\lambda^2} (\delta^2 \ell^{-2} + \delta^2 M^2). \]

Since we want to reduce the metric error using this ansatz, at the least we should have \( \|E\|_0 \leq C \delta^2 \). This requires

\[\lambda \geq \ell^{-1}. \]

Then, combining Lemma 7.6 with the estimates above and the choice \( \ell = \frac{\delta}{M} \) we obtain
Lemma 7.7. Let $\lambda \geq \ell^{-1}$. For $v$ defined in (95) we have
\[ \nabla v^T \nabla v = \nabla \tilde{u}^T \nabla \tilde{u} + a^2 \xi \otimes \xi + E, \]
where
\[ \|E\|_0 \leq C\delta M. \]
Moreover, $\|v - u\|_1 \leq C\delta$ and for any $k \geq 1$ we have
\[ \|v\|_{k+1} \leq C_k \lambda^k \delta. \]

The lemma above can now be iterated to obtain a stage, as in Proposition 3.4 from Section 3. The number of steps in a stage will be determined by the number of non-zero terms in the decomposition
\[ g(x) = \sum_j \lambda^2(g(x)) \xi^j \otimes \xi^j \quad x \in \Omega. \]
Thus, let
\[ (96) \quad n^* = \#\{\lambda_j : \{\lambda_j > 0\} \cap g(\Omega) \neq \emptyset\}. \]

Proposition 7.8 (Stage). Let $m \geq n + 2$ and $u : \Omega \to \mathbb{R}^m$ a smooth, strictly short immersion. There exists $\delta_0 > 0$ such that if $\|g - \nabla u^T \nabla u\|_0 < \delta_0^2$, then for any $K \geq 1$ there exists a smooth strictly short immersion $\tilde{u} : \Omega \to \mathbb{R}^m$ with
\[ \|g - \nabla \tilde{u}^T \nabla \tilde{u}\|_0 \leq C \frac{1}{K} \|g - \nabla u^T \nabla u\|_0, \]
\[ \|\tilde{u} - u\|_1 \leq C \|g - \nabla u^T \nabla u\|_0^{1/2}, \]
\[ \|\tilde{u} - u\|_0 \leq C \frac{1}{K} \|g - \nabla u^T \nabla u\|_0^2, \]
\[ \|\tilde{u}\|_2 \leq C \|u\|_2 K^{n^*}. \]

Proof. The proof proceeds analogously to the proof of Proposition 3.4, after some preparation. Set $\delta^2 := \|g - \nabla u^T \nabla u\|_0$ and $M := \|u\|_2$, as above, and $\ell := \frac{\delta}{M}$. Since $g(\Omega)$ is compact, $n^*$ is finite. For $r > 0$ to be fixed, define $\tilde{h}_\ell$ as above. Using (91) we see that
\[ \|g - \tilde{h}_\ell\|_0 \leq \|g - g_\ell\| + r. \]
Hence, by choosing $r > 0$ and $\delta_0 > 0$ (and consequently $\ell$) sufficiently small, we can ensure that $\tilde{h}_\ell(\Omega)$ is covered by the same open sets $\{\lambda_j > 0\}$ as $g(\Omega)$. Consequently the decomposition (92) consists of fixed $n^*$ terms (independently of $u$).

We define successively the maps
\[ u_0 = \tilde{u}_\ell, u_1, u_2, \ldots, u_{n^*} = \tilde{u} \]
by applying Lemma 7.7 repeatedly with $\lambda_1, \ldots, \lambda_{n^*}$. From Lemma 7.7 we obtain inductively
\[ \|u_{j+1}\|_2 \leq C \lambda_j \|g - \nabla u^T \nabla u\|_0^{1/2}, \]
so that we require
\[ \lambda_1 \geq \frac{K}{\ell} \quad \text{and} \quad \lambda_{j+1} \geq K \lambda_j, \]
leading to the choice of frequencies
\[ \lambda_1 = \frac{K}{\ell}, \lambda_2 = \frac{K^2}{\ell}, \ldots, \lambda_{n^*} = \frac{K^{n^*}}{\ell}. \]
By summing up the errors obtained in each step we arrive at the claimed estimates for $\tilde{u}$. □

Proposition 7.8 can now be easily iterated to obtain

**Theorem 7.9.** Let $m \geq n + 2$ and $u : \Omega \to \mathbb{R}^m$ a smooth, strictly short immersion. There exists $\delta_0 > 0$ such that if $\|g - \nabla u^T \nabla u\|_0 < \delta_0^2$, then for any $\varepsilon > 0$ there exists $\tilde{u} \in C^{1,\alpha}([\Omega; \mathbb{R}^m)$ for any

$$\alpha < \frac{1}{1 + 2n_*}$$

such that $\|u - \tilde{u}\|_0 < \varepsilon$ and

$$\nabla \tilde{u}^T \nabla \tilde{u} = g \text{ in } \Omega.$$

**Proof.** Let $u_0 = u$ and $M_0 = \|u\|_2$. By iterating over stages (Proposition 7.8) with some fixed $K > 1$ we obtain a sequence $u_k : \Omega \to \mathbb{R}^m$ with

$$\|g - \nabla u_k^T \nabla u_k\|_0 \leq \delta_k^2,$$

$$\|u_k\|_2 \leq M_k,$$

$$\|u_{k+1} - u_k\|_1 \leq C\delta_k,$$

where

$$\delta_{k+1}^2 = \frac{C}{K}\delta_k^2, \quad M_{k+1} = CM_kK^{n_*}.$$

By changing the value of $K > 1$ we may assume the constant is $C = 1$ in the relations above, so that

$$\delta_k = \delta_0 K^{-k/2}, \quad M_k = M_0 K^{kn_*}.$$

Therefore

$$\|u_{k+1} - u_k\|_1 \leq C\delta_0 K^{-k/2}$$

$$\|u_{k+1} - u_k\|_2 \leq M_0 (K^{kn_*} + K^{(k+1)n_*}) = CK^{kn_*},$$

and by interpolation

$$\|u_{k+1} - u_k\|_{1+\alpha} \leq C\delta_0^{1-\alpha} K^{-\frac{k}{2}(1-\alpha(1+2n_*))}.$$

□

**Optimal Hölder exponent?**

The optimal Hölder exponent is determined through $n_*$, the number of steps in a stage. In turn $n_*$, defined in (96), is determined entirely by the metric $g$. Recall also that $\lambda_j$ are defined in Lemma 3.3 as convex coordinates on simplices $S \subset \mathcal{P}_1$, where $\mathcal{P}_1$ is the set of positive definite $n \times n$ matrices with trace 1. Thus, in the best case, if $g(\Omega)$ is contained in one simplex (e.g. if $g(x)$ is close to a fixed constant matrix for all $x \in \Omega$), then the number $n_*$ is determined by Carathéodory’s theorem as

$$n_* = \dim L + 1 = \frac{1}{2}n(n+1),$$

so that the best regularity obtainable via this method is

$$\alpha < \frac{1}{1 + n + n^2}.$$

For $S^2 \hookrightarrow \mathbb{R}^3$ or more generally, for embedding surfaces, this yields $1/7$, and thus there remains a big gap in the range $1/7 < \alpha < 2/3$. 


Observe also that in any case $n_* \geq 1$. Therefore, even if we were able to perform the steps in parallel rather than serially (e.g. in sufficiently high codimension this is possible), we would only be able to reach the Hölder exponent $\alpha < 1/3$. It turns out that in high codimension additional ideas can be used to improve on the scheme and in fact reach any exponent $\alpha < 1$, see [Käl78]. On the other hand, if the metric $g$ is sufficiently smooth, by an entirely different construction, more based on Newton iteration rather than convex integration, much more smooth embeddings can be constructed. See [Nas56, Jac72].
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