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Exercise 1 (Weak derivatives are necessary)
LetΩ= (−1,1)n ⊆Rn and vε, sgn :Ω→R with vε(x) :=

√
|x|2 +ε2 −ε and

sgn(x) :=
 x

|x| for x 6= 0,

0 for x = 0.

Prove that vε converges to v = |•| and the gradient of vε converges to sgn in L2(Ω) for ε↘ 0.
Use this to show that C 1(Ω), equipped with the scalar product (•,•)L2(Ω) + (∇•,∇•)L2(Ω), is
not a Hilbert space.

Exercise 2 (Energy minimization)
Let V be a Hilbert space with scalar product (•,•)V , a : V ×V →R a symmetric bilinear form
with 0 ≤ a(v, v) for any v ∈ V . Given f ∈ V , define G(v) := 1

2 a(v, v)− ( f , v)V for any v ∈ V .
Prove that the following two statements are equivalent for u ∈V :

1. G(u) = minv∈V G(v),

2. a(u, v) = ( f , v)V for any v ∈V .

Exercise 3 (Globally continuous, piecewise differentiable functions)
LetΩ⊆Rn be a Lipschitz domain and let (Ω j ) j=1,...,J be Lipschitz domains that are disjoint

subsets ofΩwithΩ=Ω1∪·· ·∪ΩJ . Let u :Ω→Rwith u|Ω j ∈C 1(Ω j ) for all j = 1, . . . , J . Show

that u is weakly differentiable if and only if u ∈C (Ω).

Exercise 4 (Solutions to PMP)
In the setting of the Poisson model problem, let V = H 1

D (Ω), a : V ×V → R defined by
a(u, v) = ∫

Ω∇u · ∇v dx and F = ∫
Ω f v dx + ∫

ΓN
g v ds. Prove that there exists a unique so-

lution u ∈V to

a(u, v) = F (v) for any v ∈V ,

and that this solution satisfies

‖u‖H 1[Ω) ≤ (1+C 2
P )max{1,Cγ}

(‖ f ‖L2(Ω) +‖g‖L2(ΓN )

)
.


