
Prof. Ph.D. A. Sapozhnikov Mathematics 1 (12-PHY-BIPMA1)

EXAM SOLUTIONS, 15 February 2016, 10:00 – 12:00

1. (4 points) Prove that for all natural numbers n ≥ 2,

1

n+ 1
+ . . .+

1

2n
≥ 7

12
.

Solution. By induction on n. Base of induction: For n = 2, 1
3

+ 1
4

= 7
12
≥ 7

12
.

Induction step: Assume that the inequality holds for n = k and consider n = k+ 1.
Then

1
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1
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1
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+ . . .+

1

2(k + 1)
=

1

k + 2
+ . . .+

1

2k + 2

=

(
1

k + 1
+ . . .+

1

2k

)
+

(
1

2k + 1
+

1

2k + 2
− 1

k + 1

)
≥ 7

12
+

(
1

2k + 1
− 1

2k + 2

)
≥ 7

12
,

where in the first inequality we used the induction hypothesis.

We have shown that the inequality holds for n = 2 and once it holds for n = k it
also holds for n = k + 1. By the principle of induction, the inequality holds for all
n ≥ 2.

2. (3 points) For a sequence xn of real numbers, give the definition of the upper limit
lim sup
n→∞

xn (or, in other notation, lim
n→∞

xn).

3. (4 points) For which a ∈ R the following function is continuous on R?

f(x) =

{
sin 3x
x

for x 6= 0
a for x = 0.

Answer: a = 3.

Solution. First notice that sin 3x and x are continuous functions on R. Therefore,
f(x) is continuous at any x 6= 0 as the ratio of continuous functions for any choice
of a ∈ R.

It remains to examine the point x = 0. f(x) is continuous at 0 if lim
x→0

f(x) = f(0).

Since f(0) = a and

lim
x→0

f(x) = lim
x→0

sin 3x

x
= 3 lim

x→0

sin 3x

3x
= 3 lim

y→0

sin y

y
= 3,

f is continous at 0 if and only if a = 3.
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4. (4 points) Compute the limit

lim
x→0

ex − 1

sin 2x
.

Answer: 1
2
.

Solution.

lim
x→0

ex − 1

sin 2x
= lim

x→0

(
ex − 1

x
· 2x

sin 2x
· 1

2

)
=

(
lim
x→0

ex − 1

x

)
·
(

lim
x→0

2x

sin 2x

)
·1
2

= 1·1·1
2

=
1

2
.

5. (4 points) Is the function f(x) = |x| sinx differentiable on R?

Answer: yes.

Solution. For x 6= 0, both |x| and sinx are differentiable functions. Thus, f(x) is
differentiable at any x 6= 0 as a product of differentiable functions.

f is differentiable at 0 if the following limit exists:

lim
x→0

f(x)− f(0)

x
= lim

x→0

|x| sinx
x

.

Since 0 ≤ | |x| sinx
x
| = | sinx| and limx→0 | sinx| = 0, the above limit exists and equals

to 0. Thus, f is differentiable at 0 and f ′(0) = 0.

6. (3 points) Let f(x) = esinx. Compute f ′(x) and f ′′(x).

Answer: f ′(x) = esinx cosx, f ′′(x) = esinx(cos2 x− sinx).

7. (4 points) Prove that ln 17
ln 19

> 17
19

.

Solution. Since ln 19 > 0, we may rewrite the inequality as ln 17
17

> ln 19
19

.

Consider the function f(x) = lnx
x

. It suffices to prove that f is strictly monotone
decreasing on the interval [17, 19]. For this it suffices to show that f ′(x) < 0 for all
x ∈ [17, 19]. We have

f ′(x) =
(lnx)′x− (x)′ lnx

x2
=

1− lnx

x2
,

which is negative for all x > e. Since e < 3, f ′(x) < 0 for all x ∈ [17, 19].

8. Compute the integrals

(a) (4 points)

∫ e2

e

ln(lnx)

x
dx (b) (4 points)

∫ ∞
0

x3e−x
2

dx .

Answer: (a) 2 ln 2− 1, (b) 1
2
.



Prof. Ph.D. A. Sapozhnikov Mathematics 1 (12-PHY-BIPMA1)

Solution. (a) Make the substitution y = ln x, dy = 1
x
dx and change the limits of

integration to ln e = 1 and ln e2 = 2. Then compute using integration by parts∫ e2

e

ln(lnx)

x
dx =

∫ 2

1

ln ydy = (y ln y)
∣∣2
1
−
∫ 2

1

dy = 2 ln 2− 1.

(b) This is an improper integral. First make the substitution y = x2, dy = 2xdx
and change the limits of integration to 02 = 0 and (limx→∞ x)2 =∞. Then compute
using integration by parts∫ ∞

0

x3e−x
2

dx =
1

2

∫ ∞
0

ye−ydy =
1

2

(
(−ye−y)

∣∣∞
0
−
∫ ∞
0

(−e−y)dy
)

=
1

2

(
0 + (−e−y)

∣∣∞
0

)
=

1

2
.

9. (4 points) For which a > 0 the following series converges?

∞∑
n=1

(
sin

1

n

)a
.

Answer: a > 1.

Solution. Note that sin 1
n
> 0 for all n ≥ 1, thus also

(
sin 1

n

)a
> 0. We can use the

comparison criterion. Since limn→∞
sin 1

n
1
n

= 1, the series
∑∞

n=1

(
sin 1

n

)a
converges if

and only if the series
∑∞

n=1

(
1
n

)a
converges. The latter is known to converge if and

only if a > 1.

10. (4 points) Prove that
(√

3 + i
)2016

is a real number.

Solution. Rewrite(√
3 + i

)2016
= 22016

(√
3

2
+ i

1

2

)2016

= 22016
(

cos
π

6
+ i sin

π

6

)2016
.

By de Moivre’s formula, (cosϕ+i sinϕ)n = cos(nϕ)+i sin(nϕ), the above expression
equals 22016

(
cos 2016π

6
+ i sin 2016π

6

)
. Since 2016 is divisible by 6, sin 2016π

6
= 0.

Another way would be to directly compute that
(√

3 + i
)3

= 8i, which gives(√
3 + i

)6
= −64, and finally

(√
3 + i

)2016
= (−64)336 is real.

11. (4 points) For which x ∈ R the vectors a = (1, 0, 1), b = (1, x, 2), c = (3,−2, x) of
the three dimensional space

(a) are coplanar,
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(b) form a right hand oriented basis.

Answer: (a) x = 1 or x = 2, (b) x ∈ (−∞, 1) ∪ (2,+∞).

Proof. Consider the determinant

D =

∣∣∣∣∣∣
1 0 1
1 x 2
3 −2 x

∣∣∣∣∣∣ .
The vectors a, b, c are coplanar if and only if D = 0. They form a right hand
oriented basis if and only if D > 0. Since D = x2 − 3x + 2 = (x − 2)(x − 1), the
result follows.

12. (4 points) Let T : U → V be an isomorphism between vector spaces U and V over
some field F . Prove that the map T−1 : V → U is linear.

Solution. We need to prove that for any vectors v1, v2 ∈ V and any scalars α, β ∈ F ,
T−1(αv1 + βv2) = αT−1(v1) + βT−1(v2).

Let v1, v2 ∈ V and α, β ∈ F . Let u1 = T−1(v1) ∈ U and u2 = T−1(v2) ∈ U . Then

αT−1(v1) + βT−1(v2) = αu1 + βu2 = T−1 (T (αu1 + βu2)) .

Since T is linear, T (αu1 + βu2) = αT (u1) + βT (u2) = αv1 + βv2. Substitution into
the above equation gives αT−1(v1) + βT−1(v2) = T−1(αv1 + βv2).

13. (3 points) Consider the set of m-by-n matrices with complex entries, i.e., Mm,n(C).
It is a vector space over the field of complex numbers. What is its dimension
dim(Mm,n(C))? Justify your answer.

Answer: mn.

Solution. For 1 ≤ i ≤ m and 1 ≤ j ≤ n, consider the matrices Aij with 1 on the
intersection of the ith row and jth column and 0’s everywhere else.

These matrices are linearly independent. Indeed, if αij ∈ C and
∑m

i=1

∑n
j=1 αijAij =

0m,n, where 0m,n is an m-by-n matrix with all the entries equal to 0, then necessarily
all αij’s are 0’s.

These matrices are also complete in Mm,n(C). Indeed, any matrix with entries αij
equals to

∑m
i=1

∑n
j=1 αijAij.

Thus, Aij form a basis of Mm,n(C). Since the dimension of Mm,n(C) is the number
of elements in a basis, the result follows.


