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1 Lecture 1 – Elements of Set Theory and Mathematical Induction

1.1 Elements of Set Theory

The notion of a set is one of the most important initial and nondefinable notions of the modern
mathematics. By a “set” we will understand any collection into a whole M of definite and separate
objects m of our intuition or our thought (Georg Cantor). These objects are called the “elements” of
M . Shortly we will use the notation m ∈ M or M ∋ m. The fact that m does not belong to M is
denoted by m 6∈ M .

A set M can be defined by listing of its elements. For instance,

• N = {1, 2, 3, . . . , n, . . .} — the set of natural numbers;

• Z = {. . . ,−n, . . . ,−1, 0, 1, 2, 3, . . . , n, . . .} — the set of integer numbers.

A set also can be defined by specifying of properties of its elements. In any mathematical problem
usually consider elements of some quite defined set X. The needed set can be chosen by some property
P satisfying the following property: for each x from X either x satisfies P (in this case one writes
P (x)) or x does satisfy it. This set is denoted by {x ∈ X : P (x)} or {x : P (x)}. The set which does
not contain any elements is called empty and is denoted ∅.

Example 1.1. 1. N = {n ∈ Z : n > 0}. Here P means “to be positive”, which is satisfied by any
integer number.

2. Let P denote “to be even”. Then {2, 4, . . . , 2k, . . .} = {n ∈ N : P (n)}.

3. Q =
{

m

n
: n ∈ N, m ∈ Z

}

. This is the set of rational numbers.

Exercise 1.1. List elements of the following sets:

a) {n ∈ N : (n− 3)2 < 72};

b)
{

n ∈ N : n
2+3n−12

n
∈ N

}

;

c)
{

n ∈ N : n+9

n+1
∈ N

}

;

d)
{

n ∈ Z : n3 > 10n2
}

.
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1.1.1 Operations on Sets

Let A and B be sets.

Definition 1.1. A set A is a a subset of a set B, if each element x of A is an element of B (or
shortly, ∀x ∈ A ⇒ x ∈ B). Notation: A ⊂ B.

Definition 1.2 (Operations on sets). • A∪B = {x : x ∈ A or x ∈ B} — the union of A and B;

• A ∩B = {x : x ∈ A and x ∈ B} — the intersection of A and B;

• A \B = {x : x ∈ A and x 6∈ B} — the difference of A and B;

• A△B = {x : x ∈ A ∪B and x 6∈ A ∩B} — the symmetric difference of A and B;

• Ac = {x ∈ X : x 6∈ A} — the complement of A, where X is some given set containing A.

Exercise 1.2. Show that

a) A ∪ ∅ = A, A ∪A = A, A ∪B = B ∪A, A ∪ (B ∪ C) = (A ∪B) ∪ C =: A ∪B ∪ C;

b) A ∩ ∅ = ∅, A ∩A = A, A ∪B = B ∩A, A ∩ (B ∩ C) = (A ∩B) ∩ C =: A ∩B ∩ C;

c) A△B = (A ∪B) \ (A ∩B) = (A \B) ∪ (B \A), A \B = A ∩Bc;

d) A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩ C), A ∪ (B ∩ C) = (A ∪B) ∩ (A ∪ C).

e) (A ∪B)c = Ac ∩Bc, (A ∩B)c = Ac ∪Bc.

Let T be a set of indexes and for each t ∈ T a set At is given.

Definition 1.3. •
⋃

t∈T

At = {x : ∃t0 ∈ T At0
∋ x} — the union of the family At, t ∈ T ;

•
⋂

t∈T

At = {x : ∀t ∈ T At ∋ x} — the intersection of the family At, t ∈ T ;

Example 1.2. Let An = {1, . . . , n} for each n ∈ N. Then

⋃

n∈N

An =
∞
⋃

n=1

An = N,
⋂

n∈N

An =
∞
⋂

n=1

An = {1}.

1.2 Numbers

1.2.1 Mathematical induction

For more details see [1, Section 1.1].
Let M be a subset of natural numbers which satisfies the following properties

1) 1 ∈ M ;

2) if n ∈ M , then n+ 1 ∈ M .

Then M = N! This is one of the axioms of natural numbers and it is the basis of mathematical
induction. Let P1, P2, P3, . . . be a list of statements or propositions that may or may not be true.
The principle of mathematical induction asserts all the statements P1, P2, P3, . . . are true provided
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(I1) P1 is true;

(I2) Pn+1 is true whenever Pn is true.

We will refer to (I1) as the basis for induction and we will refer to (I2) as the induction step.

Example 1.3. Prove 1 + 2 + · · ·+ n = 1

2
n(n+ 1) for positive integers n.

Solution. Our n-th proposition is

Pn : 1 + 2 + · · ·+ n =
1

2
n(n+ 1).

Base case: Show that the statement Pn holds for n = 1. So,

1 =
1

2
· 1 · (1 + 1).

Induction step: We assume that Pn holds, i.e.

1 + 2 + · · ·+ n =
1

2
n(n+ 1)

is true, and must prove Pn+1. So,

1 + 2 + · · ·+ n+ (n+ 1) =
1

2
n(n+ 1) + (n+ 1) =

1

2
(n+ 1)(n+ 2) =

1

2
(n+ 1)((n+ 1) + 1).

By the principle of mathematical induction, we conclude that Pn is true for all n.

Exercise 1.3. a) Prove that all numbers of the form 5n − 4n− 1, n ∈ N are divisible by 16.

b) Show that 13 + 23 + . . .+ n3 = (1 + 2 + . . .+ n)2 for each n ∈ N.

c) Prove the inequality 1 + 1

22
+ . . .+ 1

n2 ≤ 2− 1

n
for all n ∈ N.
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