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Abstract

The idea to compute discrete logarithms in degree 0 class groups of non-singular proper non-hyperelliptic curves of a fixed genus over finite fields with the help of special linear systems is studied. On the basis of this general idea new algorithms for the discrete logarithm problem for curves of a fixed genus $g$ at least 5 over finite fields $\mathbb{F}_q$ are given. It is argued heuristically that for most curves, the problem can be solved in an expected time of $\tilde{O}(q^{2 - \frac{2}{\lceil g/2 \rceil + 1}})$. It is also shown with experiments that with a suitable algorithm one can compute discrete logarithms for curves of genus 5 with known order of the degree 0 class group just as efficiently as one can compute discrete logarithms for curves of genus 4 with the previously most efficient practical algorithm.

1 Introduction

This work is a study on the use of special linear systems to compute discrete logarithms in class groups (or Picard groups) of non-singular, proper non-hyperelliptic curves of a fixed genus over finite fields.

Given an instance of the discrete logarithm problem with a curve $C$ over a finite field $\mathbb{F}_q$, we want to use the usual index calculus or relation generation and linear algebra method to compute the discrete logarithm; see e.g. [EC02].

Our starting point is the following observation: Essentially by definition, all divisors in a linear system of the curve are linearly equivalent. One might therefore try to compute relations by considering linear systems on the curve. A further observation is that it is advantageous for the algorithm to consider systems whose dimension is particularly large with respect to their degree. One is therefore lead to the idea to consider complete linear systems with particularly large degree of speciality.

We are both interested in theoretical, complexity theoretic aspects of the mentioned computational problem as well as in practical computations.
So, we discuss both these aspects and give various algorithms based on the general idea to use complete special linear systems.

Before we present the main new contributions, we briefly mention the most important previous results.

First, in [Die11] it is shown that one can solve the discrete logarithm problem for curves of a fixed genus $g \geq 2$ in an expected time of
\[
\tilde{O}(q^{2-\frac{2}{g}}).
\]  

Moreover, in [Die06] it is argued heuristically that one can solve the discrete logarithm problem for nearly all curves of a fixed genus $g \geq 3$ in an expected time of
\[
\tilde{O}(q^{2-\frac{2}{g+1}}).
\]

Here by “nearly all curves” we mean that the fraction of isomorphism classes of curves for which the result does not apply converges to 0 for $q \to \infty$. The algorithm does however not apply to hyperelliptic curves.

From a theoretical point of view, our main contribution is the following asymptotic result which is based on some heuristic assumptions.

**Heuristic Result**  Let a natural number $g \geq 3$ be fixed. Then the discrete logarithm problem for nearly all curves of genus $g$ can be solved in an expected time of
\[
\tilde{O}(q^{2-\frac{2}{g+1}}).
\]

This improves upon (2) for $g \geq 5$.

From a practical point of view the first bottleneck in all algorithms for the results mentioned is the computation of the group order. But even if the group order is known our algorithm for the above “Heuristic Result” is not practical at all. However, we give a further algorithm which is indeed practical provided that the group order or at least the order of the subgroup in which the computation takes place is known and provided that the genus is not too large with respect to the size of the ground field. For this algorithm we argue heuristically that the expected running time is
\[
\tilde{O}(q^{2-\frac{2}{g+2}})
\]
for nearly all curves of a fixed genus $g \geq 5$. Note here that (4) is equal to (3) for $g = 5$ and for $g = 6$.

We demonstrate experimentally that the explicit running times for curves of genus $g = 5$ or 6 the running times are comparable to the running time of the previous algorithm in [Die06] for a curve of genus $g - 1$ (that is, $g - 1 = 4$ resp. 5).
We now give some information how the results mentioned above can be obtained.

For (1) the method of double large prime variation is used, a method which also comes into play in this work. The relation generation takes place by considering random elements in the degree 0 divisor class group of the curve. This means that the generation of relations relies on factoring effective divisors which are of degree \( g \) most of the time.

In [Die06] an algorithm is given which is based on the following idea: Let us assume that the curve is given by a possibly singular curve in the projective plane. (We call such a curve a \((\text{birational})\) plane model of the original curve.) Then we can compute relations by intersecting the non-singular part of the plane model by lines. It is argued heuristically that for curves given by plane models of a fixed degree \( d \) one can solve the discrete logarithm problem in an expected time of

\[
\tilde{O}(q^{2^{\frac{2}{g-3}}}).
\]

Denoting by \( \omega \) the canonical sheaf on the curve, for any effective divisor \( D \) of degree \( g - 3 \) on the curve, the complete linear system \( |\omega(-D)| \) has degree \( g + 1 \) and dimension at least 2. Geometric arguments suggest that for nearly all effective divisors on nearly all curves, the system is base-point free of dimension 2 and defines a morphism to \( \mathbb{P}^2_{\mathbb{F}_q} \) which is birational onto its image. Applying the algorithm to this morphism and the plane model defined by it, we obtain the heuristic expected running time given in (2).

For any non-hyperelliptic curve of genus 3 the canonical linear system itself defines an embedding into the projective plane, giving a non-singular plane curve of degree 4. Heuristically, one can then obtain an expected running time of \( \tilde{O}(q) \). In [Die12a] it is proven that one can indeed obtain this expected running time. In the same work, it is also proven that one can obtain an expected running time like in (5) if some other conditions are satisfied.

We come to the use of special linear systems to compute relations. We note that the number \( d - 2 \) in formula (5) is the difference between the degree and the dimension of the linear system “cut out by lines”. Provided that the linear system defining the morphism to \( \mathbb{P}^2_{\mathbb{F}_q} \) is complete, by Riemann-Roch, we have \( d - 2 = g - i \), where \( i \) is the index of speciality. The expected time given in (5) can then also be stated as

\[
\tilde{O}(q^{2^{\frac{2}{g-3}}}).
\]

We see here that the idea to consider special invertible sheaves and the associated complete linear systems is already present in the works [Die06] and [Die12a].
A further insight is that for any invertible sheaf $\mathcal{L}$ and any effective divisor $D$, the index of speciality of $\mathcal{L}(-D)$ is at least the index of speciality of $\mathcal{L}$. This observation suggests to follow the general idea that “the smaller the dimension the better” and more concretely to consider complete linear systems of dimension 1. A further confirmation of this general idea is given by Brill-Noether theory for special linear systems. The algorithm for the “Heuristic Result” is based on the consideration of such systems which are in turn computed by solving multivariate polynomial equations.

The practical algorithm mentioned above which heuristically leads to the expected running time given in (4) for $g \geq 5$ can be seen as a variant of the algorithm in [Die06]. As the algorithm for the “Heuristic Result” above, it is based on complete linear systems of dimension 1. A brief outline is as follows: As above, we consider effective divisors $D$ of degree $g - 3$ and the associated complete linear systems $|\omega(-D)|$. As mentioned, one can expect that such a linear system defines a plane model of degree $g + 1$ of the curve. For $g \geq 4$ these models are singular. Let us assume that we have a plane model with a rational singularity. Then we consider the pencil defined by the lines through such a singularity. The degree of this pencil is now at most $g - 1$ instead of $g$ for the pencils through non-singular points. In contrast to the algorithm in [Die06], now one plane model is not enough to solve the discrete logarithm problem. We therefore vary the effective divisor $D$. Using Brill-Noether theory, we argue that for $g \geq 5$ the algorithm operates as desired for nearly all curves.

Overview

In the next section we discuss the representation of the objects we consider in this work as well as basic computations. In the third section we present ideas for the computation of discrete logarithms in degree 0 class groups of curves of a fixed genus via the index calculus method and special linear systems. Building on geometric considerations of the third section, in the forth and the last section we show how one can use results and methods from Brill-Noether theory for our applications. Here we start with an overview over the results of the theory. Then we give four methods to compute special linear systems and discuss their application to the computation of discrete logarithms. The first, “basic”, method is elementary. The second, “general”, method is based directly on the methods of Brill-Noether theory and leads to the “Heuristic Result” stated above. The third method leads to the practical algorithm mentioned above which has been already briefly outlined. The last method is a particular method from the literature to compute birational plane models of degree 6 of curves of genus 6. We end
the work with experimental results on the second method for curves of genus
5 and 6 and a comparison with the algorithm in [Die06].

2 Geometric background and representation of objects

2.1 Some basic definitions and notations

We use the notation that \( \mathbb{N} = \{1, 2, \ldots\} \) and \( \mathbb{N}_0 = \{0, 1, 2, \ldots\} \).

We use the following notation from [Die06] and [Die12a]: Let \( X \) be an
infinite countable set and \( (a_x)_{x \in X}, (b_x)_{x \in X} \in \mathbb{R}^X \) with \( b_x > 0 \) for all \( x \in X \).
Then we write \( a_x \gtrsim b_x \) if \( \lim \inf_{x \in X} \frac{a_x}{b_x} \geq 1 \).

For a field \( k \), we set \( \mathbb{P}^2_k := \text{Proj}(k[X,Y,Z]) \), and we set \( x := \frac{X}{Z}, y := \frac{Y}{Z} \).

A curve over a field \( k \) is always assumed to be geometrically integral
but not necessarily proper or regular. Additionally, we fix the following
terminology: For any non-negative integer \( g \), a curve of genus \( g \) is a proper
and regular curve of genus \( g \). Recall that over a perfect field \( k \), a curve
is regular if and only if it is smooth. We then also say that the curve is
non-singular.

In the following we will consider algorithms for curves over finite fields.
The input will always consist of a non-singular proper curve over a finite
field and some additional data. In the corresponding complexity-theoretic
statements, we will denote the genus of the curve by \( g \) and the cardinality
of the ground field by \( q \).

2.2 Basic representations and computations

By [Heß05] Theorem 56] a curve of genus \( g \) over a finite field has a birational
plane model of degree \( O(g) \). We represent the curves by such models. In turn
such a model over a finite field \( k \) is represented by a homogeneous defining
polynomial \( F(X,Y,Z) \in k[X,Y,Z] \). Explicitly this means that to give a
curve of genus \( g \) over a finite field \( k \) means to give a homogeneous polynomial
\( F \in k[X,Y,Z] \). This polynomial defines a plane curve \( C_{pm} \), and we have the
normalization \( \pi : C \rightarrow C_{pm} \), where \( C \) is a (non-singular) curve of genus \( g \) and
\( \pi \) is birational. As the curve \( C \) is proper, it is projective. However, at least a
priori we do not need a representation of \( C \) by homogeneous equations, and
we do not need defining equations of affine parts either.

We identify the non-singular locus of \( C_{pm} \) with its preimage in \( C \), and
in particular we identify the function fields of \( C \) and \( C_{pm} \). We denote the
functions induced by \( x \) and \( y \) on \( C \) by \( x|_C \) and \( y|_C \).
If not stated otherwise, to represent divisors on such a curve \( C \), we follow
the ideal theoretic approach described in \[Heß01\]. We give some brief
information on this approach which we need in the following; besides in \[Heß01\]
进一步 information on this approach can be found in \[Die11\]. We assume
that the extension \( k(C)/k(x\vert_C) \) is separable; if this is not the case, one can
interchange \( x \) and \( y \) to achieve this. Now, with \( f(x,y) := \frac{F(X,Y,Z)}{Z^{\deg(F)}} \), one has
\( k(C) = k(x\vert_C)[y]/(f(x\vert_C,y)) \). Let \( m := \deg(f) \). A rational function on \( C \),
that is, an element of the function field \( k(C) \) is given in a unique way in the
form \( \sum_{i=0}^{m-1} a_i(x\vert_C)y_i\vert_C \) with \( a_i(x) \in k(x) \) for \( i = 0, \ldots, m - 1 \). We represent
such a function by what we call its coefficient vector \( (a_i(x))_{i=0}^{m-1} \in k(x)^m \).
To study the complexity of algorithms, we define the height of the coefficient vector of a function as the maximum of the degrees of the entries of
its coefficient vector, considered as rational functions.

One now considers the closures of \( k[x\vert_C] \) and \( k[\frac{1}{x\vert_C}(\frac{1}{y\vert_C})] \) in \( k(C) \). E
very divisor is represented by two broken ideals with respect to these two
orders. Based on appropriate representations following this idea, negation and addition of divisors, computation of infima and suprema of two divi
sors, computation of Riemann-Roch spaces (\( L \)-spaces) of divisors and the
computation of a canonical divisor can be performed in polynomial time in
\( \log(q), g \) and the height of the divisors.

Here the algorithm to compute the \( L \)-space of a divisor \( D \) outputs a
basis consisting of functions such that the heights of the coefficient vectors
are polynomially bounded in the height of \( D \) and \( g \). If one applies this to
principal divisors of functions, one sees that the height of the coefficient vector of a function is polynomially bounded in the degree of the function
and \( g \). From this it follows that the computation of a principal divisor of a
function can be performed in a time which is polynomially bounded in the
degree of the function, \( g \) and \( \log(q) \).

In our index calculus algorithms, we will always consider curves of a fixed
genus. Therefore, for \( q \) large enough, every curve has a \( k \)-rational point. To
represent divisor classes on a non-singular proper curve, we fix a rational
point \( P_0 \) on the curve. We call an effective divisor \( D \) \( P_0 \)-reduced if the linear
system \( |D - P_0| \) is empty. (In \[Heß01\] and \[Die11\] the divisor \( D \) is then called
reduced along \( P_0 \).) Now, a divisor class \( a \) is represented by its degree and the
unique \( P_0 \)-reduced divisor \( D \) with \( a = |D| - (\deg(D) - \deg(a)) \cdot [P_0] \). With
this representation, the computation in the degree 0 divisor class group can
be performed in polynomial time in \( \log(q) \) and \( g \) with the basic operations
on divisors mentioned above.

For the index calculus algorithms, we also have to consider divisors in
factorized representation. Again following \[Heß01\], we speak of divisors in
free representation. One possibility for a free representation is to represent
the prime divisors also in ideal representation. If not stated otherwise we consider this representation if we talk about the free representation of a divisor. This free representation of a divisor can be computed in expected polynomial time in \( \log(q) \) and the height of the divisor with a randomized algorithm.

We are particularly interested in effective divisors which split completely into rational points. One can identify all non-singular points of \( C_{pm} \) with their preimages in \( C \). Like this, all rational points of \( C \) not lying over singular points can be represented by the corresponding coordinates. This representation is particularly interesting for some applications.

### 2.3 Linear systems and their representations

All new algorithms in this work are related to linear systems on non-singular proper curves over finite fields. We therefore now recall some basic facts concerning linear systems on proper regular curves, fix some terminology and notation and describe ways to represent linear systems and to compute divisors in linear systems. For the computational aspects, we always consider linear systems on curves over finite fields. The geometric aspects hold however for arbitrary proper regular curves.

Let \( C \) be a proper regular curve over some field \( k \). Let \( K \) be the sheaf of meromorphic functions on \( C \) (which is a constant sheaf). For an invertible sheaf \( L \) on \( C \) and a meromorphic section \( s \) of \( L \) (that is, an element of \( \Gamma(C, K \otimes O_L) \)), we have the associated divisor of zeroes \( \text{div}_L(s) \). The homomorphism \( K \rightarrow K \otimes O_L \) given by \( 1 \mapsto s \) induces an isomorphism \( O(\text{div}_L(s)) \rightarrow L \). In particular, all divisors of zeroes of meromorphic sections of \( L \) define the same element in the Picard group of \( C \), namely \( L \).

For a vector subspace \( V \) of \( \Gamma(C, L) \) we have the associated linear system \( \mathcal{V} \) consisting of the divisors of zero of sections in \( V \). Via the canonical map \( V \rightarrow \mathcal{V} \) the system is a projective space (in the sense of elementary geometry), in particular we can talk about the dimension of the system. Here, the dimension of the empty space is \(-1\). For \( V = \Gamma(C, L) \) we obtain the complete linear system \( |L| \) of \( L \). For a divisor \( D \) we have \( |O(D)| = |D| \), the set of divisors linear equivalent to \( D \). We define the dimension of a divisor as the dimension of the associated complete linear system. We remark that we never talk about the dimension of an invertible sheaf. We also remark that if a linear system \( \mathcal{V} \) is non-empty, the tuple \( (L, V) \) is uniquely determined by \( \mathcal{V} \) up to isomorphism.

Let now \( L \) be an invertible sheaf on \( C \) and let \( D \) be a divisor. As usual, we set \( L(D) := L \otimes O(D) \). The injection \( O(D) \hookrightarrow K \) induces an isomorphism \( K \otimes O(D) \rightarrow K \). It follows that \( K \otimes L(D) \) is canonically isomorphic to \( K \otimes O_L \). We can therefore regard every meromorphic section of \( L \) as a
meromorphic section of $\mathcal{L}(D)$. We have here $\text{div}_{\mathcal{L}(D)}(s) = \text{div}_\mathcal{L}(s) + D$. In particular, for $f \in k(C) = \Gamma(C, \mathcal{K})$, $\text{div}_{\mathcal{O}(D)}(f) = (f) + D$.

Let now $D$ be an effective divisor. Then $\mathcal{L}(-D)$ is a subsheaf of $\mathcal{L}$ and $|\mathcal{L}(-D)| = \{E \geq 0 \mid E + D \in |\mathcal{L}|\}$. In analogy to this, we set for any linear system $\mathfrak{d}$

$$\mathfrak{d}(-D) := \{E \geq 0 \mid E + D \in \mathfrak{d}\}.$$ 

Let $\mathfrak{d}$ be defined by $(\mathcal{L}, V)$. Then $\mathfrak{d}(-D)$ is defined by $(\mathcal{L}(-D), V \cap \Gamma(C, \mathcal{L}(-D)))$, where we again identify meromorphic sections of $\mathcal{L}$ with meromorphic sections of $\mathcal{L}(-D)$. Thus $\mathfrak{d}(-D)$ is again a linear system.

For any effective divisor $D$, the set $\mathfrak{d} + D$ is also a linear system: It is given by $(\mathcal{L}(D), V)$. The base locus $B$ of a linear system $\mathfrak{d}$ is the scheme-theoretic intersection of all divisors in $\mathfrak{d}$ — one can also say that it is the infimum of the set $\mathfrak{d}$ in the set of all divisors. We have $\mathfrak{d}(-B) + B = \mathfrak{d}$.

Finally we recall that for every morphism $\pi : C \rightarrow \mathbb{P}^r_k$ whose image is not contained in a hyperplane, the pull-back of hyperplanes via $\pi$ defines a base point free linear system of dimension $r$ on $C$, and conversely, every base point free linear system on $C$ of dimension $r$ arises in this way and determines the morphism up to an automorphism of $\mathbb{P}^r_k$.

The following ways to represent a non-empty linear system on a curve $C$ over a finite field $k$ come to mind.

a) One represents the system by an effective divisor $D$ in the system and a basis of the vector subspace $V$ of $L(D) = \Gamma(C, \mathcal{O}(D))$ defining the system.

b) In case the system is complete: One represents the system by an effective divisor in the system. (That is, in contrast to a), one can drop the basis of $V$.)

c) If the system is base point free: One represents the system as in a) but one can now drop the divisor $D$. Note that any basis of $V$ defines a morphism to $\mathbb{P}^r_k$, and the system is now given by pull-back of the hyperplanes in $\mathbb{P}^r_k$.

We also note that we have the following special case for base point free systems: Let $C$ itself be represented by a plane model $C_{pm}$. We recall that this means that $C$ is the normalization of $C_{pm}$ and by definition we have a canonical birational morphism $\pi : C \rightarrow C_{pm}$. Then the lines in $\mathbb{P}^2_k$ define a base point free system on $C$. If we follow the representation in c), the system can be represented by the system of functions $x, y, 1$.

These representations lead to the computation of divisors in linear systems: With representation a), to compute a random divisor in the system or to enumerate the divisors, one can consider linear combinations of the basis
elements. If \( f \) is such a function, one considers \((f) + D\). The computation can be performed in polynomial time. Starting with representations b) and c), one can first compute a representation as in a) in polynomial time in \( \log(q) \), \( g \) and the degree of \( D \) and then proceed as indicated.

Furthermore, in all three representations, given a linear system \( \mathfrak{d} \) on a curve and an effective divisor \( D \), the system \( \mathfrak{d}(-D) \) can also be computed in polynomial time in \( \log(q) \), \( g \) and the degree of \( \mathfrak{d} \).

For the index calculus algorithms we consider, we want to check quickly if a divisor in a linear system splits completely into rational points and if so, we want to compute the divisor in free representation.

One possibility for this is the ideal theoretic approach mentioned above. We call this the \emph{implicit approach}.

If one is given a base point free system which defines a morphism \( \varphi \) to \( \mathbb{P}^r_k \) which is birational onto its image, one can also consider the following approach: One first computes the image of the curve under \( \varphi \). (For this see subsection 2.4.4 below.) One now represents the rational points on the curve lying over non-singular points by corresponding points in \( \mathbb{P}^r_k \), that is, by their coordinates. The elements of the linear system are then given by hyperplanes. For the hyperplanes which intersect the image in non-singular points, the corresponding divisors are then given by intersection with \( \varphi(C) \). We call this the \emph{explicit approach}.

The explicit approach is particularly important for \( r = 2 \), which means exactly that \( \varphi(C) \) is a plane model of \( C \). As already mentioned, the algorithms in [Die06], [Die12a] are based on the intersection of the plane model with lines. For this approach it is advisable to first try to compute a plane model of small degree and transfer the discrete logarithm problem to the new plane model. As mentioned, the practical algorithm which heuristically leads to the expected running time in [4] involves several different plane models. We will give, in subsection 4.2.3, two variants of the algorithm, one based on the implicit and one based on the explicit approach.

### 2.4 Computations with morphisms

We now discuss the computation with morphisms from a non-singular proper curve over a finite field to a projective space.

#### 2.4.1 Linear relations between functions

A problem which is basic for the following computations is as follows:

Given a non-singular proper curve \( C \) over a finite field \( k \) and a system of functions \( f_1, \ldots, f_n \) on \( C \), compute all linear relations between \( f_1, \ldots, f_n \), that is, compute a basis of the space of tuples \( a \in k^n \) with \( a_1f_1 + \cdots + a_nf_n = 0 \) for some \( a_1, \ldots, a_n \in k \).
\[ a_n f_n = 0. \] There is a straightforward solution to this based on the coefficient vectors of the functions: After multiplication with a common denominator one obtains a system of linear equations over \( k[x] \) with indeterminates over \( k \), and this in turn leads to a linear system of equations over \( k \).

As we stated above, the height of the coefficient vector of a function is polynomially bounded in the degree of the function and \( g \). Because of this, the number of equations of the linear system to be solved is polynomially bounded in the degrees of the functions, \( n \) and \( g \). It follows that the computation can be performed in a time which is polynomially bounded in the degrees of the functions, \( n \), \( g \) and \( \log(q) \).

We also mention that in practice, one might also use the following alternative method: One specializes the equation \( a_1 f_1 + \cdots + a_n f_n = 0 \) at more than \( n \) randomly chosen rational points of the plane model – provided of course that such points exist. Note here that the points might even be singular points of the plane model. The points are represented by their coordinates. At each point one tries to evaluate the elements of the coefficient vector. This process fails if one of the denominator vanishes, otherwise, one obtains the value of the function at the point. This procedure might of course output a space which is larger than the space of relations to be computed, but in practice it works very well.

### 2.4.2 Images of points

Above, we already considered the task to compute the image of a rational point under a function. However, the solution was not completely general. A general solution to the computation of the image of such a point has been given in Section 5 of \cite{Die12b}. We recall this solution:

Let a non-singular proper curve \( C \) over a finite field \( k \), a non-trivial function \( f \) on \( C \) and a rational point \( P \) of \( C \) be given. Here the point shall be represented by the associated prime divisor, which means explicitly that it is given by an ideal in an order.

We first test whether \( P \) is a pole at \( f \) by computing \( \inf \{(f)_{\infty}, P\} \). Let us assume that this is not the case.

Now \( f(P) \) is the unique element \( a \in k \) such that \( f - a \) vanishes at \( P \). All functions \( f - a \) lie in \( L((f)_{\infty}) \), and they lie in \( L((f)_{\infty} - P) \) if and only if \( a = f(P) \).

The computation is now as follows: We compute a basis \( b_1, \ldots, b_\ell \) of \( L((f)_{\infty} - P) \). Then \( 1, b_1, \ldots, b_\ell \) is a basis of \( L((f)_{\infty}) \). We express \( f = a + a_1 b_1 + \cdots + a_\ell b_\ell \). Then \( f(P) = a \). This computation can be performed in polynomial time in \( \log(q) \), \( g \) and the degree of \( f \).
2.4.3 Morphisms

We now consider the task to compute the image of a rational point of a non-singular proper curve under a morphism to $\mathbb{P}^n_k$.

Let a system of functions $f_0, \ldots, f_n$, not all vanishing, on a non-singular, proper curve $C$ over a finite field $k$ and a rational point $P$ on $C$ be given. The system $f_0, \ldots, f_n$ defines a morphism $\varphi : C \rightarrow \mathbb{P}^n_k$. The goal is to compute this morphism.

We remark that with $D := - \inf\{(f_0), \ldots, (f_n)\}$, the system $f_0, \ldots, f_n$ generates the sheaf $O(-D)$. If the system is linearly independent over $k$ then the morphism $\varphi$ is a morphism associated to the linear system defined by $O(-D)$ and the space of global sections $\langle f_0, \ldots, f_n \rangle$ of this sheaf.

The first step of the algorithm is to compute a function $f_i$ with minimal valuation at $P$ among the functions $f_0, \ldots, f_n$. For this, one can for example consider principal divisors of quotients of the functions. If $f_i$ is such a function, then $\varphi(P) = (f_0 f_i(P), \ldots, f_n f_i(P))$, and these evaluations have already been discussed.

The computation can be performed in polynomial time in $\log(q)$, $g, n$ and the maximum of the degrees of $f_0, \ldots, f_n$.

2.4.4 Images of morphisms

Given a morphism from a curve as above to some projective space $\mathbb{P}^n_k$, we want to compute a (homogeneous) generating system of the ideal defining the image.

Let $I$ be the ideal defining the image and let $I_d$ be the homogeneous part of degree $d$ of $I$. Then $I_d$ is exactly the space of relations between $f_0^{d_0} \cdot f_1^{d_1} \cdots f_n^{d_n}$ with $|d| := d_0 + d_1 + \cdots + d_n = d$. These relations can be computed as discussed above in subsection 2.4.1. The time needed is polynomially bounded in $\dim_k(I_d) = \binom{d+n}{d}$, the degrees of the functions, $g$ and $\log(q)$.

Another important case concerns morphisms associated to canonical linear systems on non-hyperelliptic curves. By Petri’s Theorem (see [ACGH85, III, §3]), every canonical curve is (scheme-theoretically) defined by quadrics and cubics. So to compute the image of a morphism associated to a canonical linear system on a non-hyperelliptic curve, one just needs to consider relations between $f_0^{d_0}, \ldots, f_n^{d_n}$ with $|d| = 2$ or 3. This can be done in a time which is polynomially bounded in $g$ and $\log(q)$.

In the general case, it arises the question at which degree one can stop the computation. For this, we make the following observation: For some $d$, the ideal generated by $I_i$ with $i \leq d$ is equal to the defining ideal of the image.
if and only if its Hilbert polynomial is linear and the ideal is indecomposable. This in turn can be checked with a Gröbner base computation.

For any fixed \( d, n \in \mathbb{N} \), for morphisms to \( \mathbb{P}^n_k \) whose image is defined by equations of degree at most \( d \), the whole computation can be performed in polynomial time.

### 2.5 Spaces of divisors and linear systems

We need families of effective divisors and complete linear systems on a given smooth, proper curve and the corresponding moduli spaces. We recall here some basic definitions and facts and fix some notation. For the notation we follow the book [ACGH85], another basic reference is the article [Mil98]. We note however that in [ACGH85] all objects are over the complex numbers, and at least partly, analytic techniques are used in the proofs. In contrast, we use a purely algebro-geometric approach.

Let \( k \) be any field and \( C \) a smooth proper curve over \( k \) with a divisor of degree 1. Note here that the latter assumption holds in particular for curves over finite and over algebraically closed fields. For some natural number \( d \) let \( \text{Div}^d(C) \) be the space of effective divisors of degree \( d \) on \( C \) and \( \text{Cl}^d(C) \) the space of divisor classes of degree \( d \) on \( C \). Moreover, let \( C_d \) be the \( d \)-fold symmetric power of \( C \) and \( \text{Jac}^d(C) \) the “degree \( d \) Jacobian” of \( C \), that is, the degree \( d \) part of the Picard scheme of \( C \). Now we have a natural isomorphism \( \text{Div}^d(C) \leftrightarrow C_d(k) \), which is induced by the canonical surjection \( C_d(k) \rightarrow \text{Div}^d(C) \) in case \( k \) is algebraically closed; cf. [Mil98, Theorem 3.13]. Moreover, we have a natural isomorphism \( \text{Cl}^d(C) \leftrightarrow \text{Jac}^d(C)(k) \) given by \([D] \mapsto [\mathcal{O}(D)]\). There is a natural morphism \( C_d \rightarrow \text{Jac}^d(C) \) whose application to \( k \)-rational points corresponds to the canonical homomorphism \( \text{Div}^d(C) \rightarrow \text{Cl}^d(C) \). We denote the image of this morphism by \( W^0_d \). We note that for an effective divisor \( D \) of degree \( d \) and dimension \( r \) on \( C \), the fiber of the point of \( \text{Jac}^d(C) \) corresponding to \( D \) is a projective space \( P \) of dimension \( r \) over \( k \), and the isomorphism \( \text{Div}^d(C) \simeq C_d(k) \) induces a bijection between \( P(k) \) and the complete linear system \([D]\).

These considerations also hold after base change to arbitrary field extensions \( \lambda | k \). Because of this, we call \( C_d \) the space of effective divisors of degree \( d \) on \( C \) and \( W^0_d \) the space of complete linear systems of degree \( d \) on \( C \). Note again that it is the rational points of these spaces which correspond to effective divisors respectively complete linear systems on \( C \), so this terminology is slightly inaccurate. We also note that the spaces \( C_d \) and \( W^0_d \) represent functors assigning a \( k \)-scheme \( S \) the set of isomorphism classes of (suitably defined) families of divisors or the set of isomorphism classes of (suitably defined) families of non-empty complete linear systems on \( C_S / S \).
For any \( d, r \in \mathbb{N} \), we have the space of effective divisors of degree \( d \) and dimension at least \( r \), which is a closed subscheme of \( C_d \), denoted by \( C^r_d \). Similarly we have the space of complete linear systems of degree \( d \) and dimension at least \( r \), which is denoted by \( W^r_d \). As the names indicate, under the above bijections, the \( k \)-rational points of the space \( C^r_d \) correspond to the effective divisors of degree \( d \) and dimension at least \( r \) on \( C \). These spaces again represent suitably defined functors, and the morphism \( C_d \to W^0_d \) restricts to a surjective morphism \( C^r_d \to W^r_d \).

There is also a \( k \)-scheme \( G^r_d \) whose \( \lambda \)-rational points correspond to arbitrary linear systems of degree \( d \) and dimension exactly \( r \) which again represents a suitable functor. Moreover, there is a natural surjective morphism \( G^r_d \to W^r_d \) which on \( k \)-rational points is given by \( \delta \mapsto |D| \), where \( D \) is a divisor in the system \( \delta \).

### 3 First ideas

We now discuss the use of special linear systems for index calculus.

As already mentioned, an important ingredient for index calculus algorithms for curves of a fixed genus is the method of double large prime variation. However, in order to keep the presentation simple and to highlight the new ideas, we first consider the use of special linear systems in a "plain" index calculus algorithm. The method of double large prime variation will then be introduced afterwards.

In order to argue that the use of special linear systems is reasonable, we often make heuristic assumptions, for example when estimating probabilities. Our approach is here that we first give estimates one might expect without further geometric considerations. Later we then try to justify these estimates. However, the analyses of all new algorithms will be based on some heuristic assumptions.

#### 3.1 A "basic" index calculus algorithm

We recall in this subsection a "basic" index calculus algorithm scheme for curves of a fixed genus. We essentially follows the algorithm scheme in [EG02] here. The algorithm scheme in [EG02] relies on the use of sparse linear algebra, and it is assumed that the group order is known or at least a multiple of the order of the subgroup under consideration which divides the group order is known. In our application, the group order can be computed in polynomial time with Pila’s extension of Schoof’s algorithm; see [Pil90], [Pil91]. In practice however this computation does not work for curves of
the genera we have in mind. If the characteristic is small, one can use $p$-adic methods instead. Also, in many applications, for example in cryptanalytic ones, the order of the subgroup under consideration is known. In any case, the problems concerning the group order are independent of the new ideas, and so we do not discuss them in the following.

In [EG02] it is assumed that the factor base is defined by a degree bound, and the only reasonable degree bound for curves of a fixed genus is 1. The factor base then consists of all rational points of the curve. However, as has been pointed out in [Gau00] and [Thé03] one can reduce the asymptotic expected running time if one uses an appropriate subset of the set of rational points.

For simplicity in the following, we assume that the order of the subgroup one wants to compute the discrete logarithm in is prime. This is however not a serious restriction due to the well-known reduction, due to Pohlig and Hellman ([PH78]), of the discrete logarithm problem we consider to the corresponding problem in subgroups of prime order: Via Chinese remaindering one can reduce the indicated discrete logarithm problem to the corresponding problem in subgroups whose order is a prime power. If one is given an instance of the problem in a cyclic subgroup of order $\ell^a$, $\ell$ prime and $a \in \mathbb{N}$, then via $\ell$-adic expansion one can reduce the instance to instances in the corresponding subgroup of order $\ell$.

Aside from the curve and the two elements of the degree 0 divisor class group defining the instance of the discrete logarithm problem, the input consists of a system of elements $c_1, \ldots, c_u$ of the group, a natural number $N$ which is a multiple of $\text{ord}(a)$, $\text{ord}(c_1), \ldots, \text{ord}(c_u)$ and possibly some additional data. The system $c_1, \ldots, c_u$ is used for the relation generation. An important special case is that it is a generating system, it might however also be empty. The number $N$ might of course be the group order. The additional data depend on the specification of the scheme. In particular, it might be a special linear system. The algorithm depends on a parameter (a constant) $s \in (0,1)$ which will be optimized later.

**Input.** A curve $\mathcal{C}/\mathbb{F}_q$ of the fixed genus $g$, two elements $a,b \in \text{Cl}^0(\mathcal{C})$ with $b \equiv (a)$ prime, $c_1, \ldots, c_u \in \text{Cl}^0(\mathcal{C})$, a natural number $N$ with $\text{ord}(a)$, $\text{ord}(c_1), \ldots, \text{ord}(c_u)|N$ and maybe some additional data. To represent divisor classes, a point $P_0 \in \mathcal{C}(\mathbb{F}_q)$ is fixed.

1. Fix a so-called *factor base* $\mathcal{F} \subseteq \mathcal{C}(\mathbb{F}_q)$ of size $\sim q^s$ and enumerate it: $\mathcal{F} = \{P_1, P_2, \ldots, P_k\}$.

2. Find $k + u + 1$ so-called *relations*

$$\alpha_i a + \beta_i b + s_{i,1} c_1 + \cdots + s_{i,u} c_u = \sum_j r_{i,j}[P_j] - r_i[P_0]$$
and compute in this way matrices $R = ((r_{i,j}))_{i,j}$, $S = ((s_{i,j}))_{i,j}$ and vectors $\alpha = (\alpha_i)_i$, $\beta = (\beta_i)_i$ over $\mathbb{Z}/N\mathbb{Z}$.

3. Compute a non-trivial vector $\gamma \in (\mathbb{Z}/N\mathbb{Z})^{k+u+1}$ with $\gamma(S|R) = 0$.

   [Note that we now have
   $$(\sum_i \gamma_i \alpha_i) a + (\sum_i \gamma_i \beta_i) b = 0,$$
   that is, if $\sum_i \gamma_i \beta_i \neq 0$, then $-\frac{\sum_i \gamma_i \alpha_i}{\sum_i \gamma_i \beta_i}$ is the sought-after discrete logarithm.]

4. If $\sum_i \gamma_i \beta_i \neq 0$, output $e := -\frac{\sum_i \gamma_i \alpha_i}{\sum_i \gamma_i \beta_i}$, otherwise repeat the whole algorithm.

The algorithm scheme relies on three essential subroutines: A routine for computation of the factor base, a routine for relation generation and a routine for sparse linear algebra.

To define the factor base, we first have to compute the appropriate size $k$ from the input data. Then there are two variants: Either one just fixes any subset of $C(\mathbb{F}_q)$ of the appropriate size; this is sufficient for practical purposes. Or one fixes a uniformly randomly distributed subset of $C(\mathbb{F}_q)$ of the appropriate size. This approach was suggested in [Die06] for theoretical purposes. In any case, the expected running time to define the factor base is in $\tilde{O}(q^s)$, which is not time critical in our applications.

Just as in the previous applications of the method, the matrix is very sparse in our applications. (The number of entries per row is bounded by a small constant.) So we do not modify the linear algebra computation and again use an algorithm from sparse linear algebra. Under the assumption that $u$ is polynomially bounded in $\log(q)$, one obtains in this way an expected running time of $\tilde{O}(q^{2s})$.

The essential aspect is now the relation generation. We first describe the “classical” way of relation generation and then introduce the idea to use special linear systems.

3.2 The classical relation generation

As a first instantiation of the algorithm scheme presented above, we consider the following algorithm for relation generation. This approach already appears in [Gau00] for hyperelliptic curves in imaginary quadratic representation and is the starting point for the considerations in [The03].
Elements $\alpha_i, \beta_i, s_1, \ldots, s_u \in \mathbb{Z}/N\mathbb{Z}$ are chosen and $\alpha_i a + \beta_i b + s_1 c_1 + \cdots + s_u c_u$ is computed. This means by definition that the unique effective divisor $D$ with

$$\alpha_i a + \beta_i b + s_1 c_1 + \cdots + s_u c_u = [D] - \deg(D) \cdot [P_0]$$

and $D$ reduced along $P_0$ is computed. The divisor is then factored, and if it splits completely over $\mathbb{F}_q$, it is checked if its support is contained in the factor base. If this is the case, one has a relation as desired.

We analyze this approach now from a heuristic point of view. For this analysis, we assume that $u$ is polynomially bounded in $\log(q)$.

For a uniformly randomly chosen divisor class of degree 0, the corresponding $P_0$-reduced effective divisor has degree $g$ with a probability which is asymptotically equal to 1 for $q \to \infty$. Heuristically, we can assume that the divisor $D$ has degree $g$ with a probability which is asymptotically equal to 1.

Recall that the factor base has a size $\sim q^s$. Therefore the probability that one try leads to a desired relation can heuristically be estimated to be

$$\sim \frac{1}{g!} \cdot q^{g(s-1)}. \quad (7)$$

The total expected running time can then heuristically be estimated as

$$\hat{O}(q^{g(1-s)+s} + q^{2s}).$$

For an optimal asymptotic result one should have

$$g \cdot (1 - s) + s = 2s,$$

that is,

$$s = \frac{g}{g+1} = 1 - \frac{1}{g+1}. \quad (8)$$

On the basis of these estimates the total expected running time is then

$$\hat{O}(q^{2-\frac{2}{s+1}}). \quad (9)$$

There are now differences between a theoretical and a practical approach.

For a theoretical result, let us for the moment assume that $a, c_1, \ldots, c_u$ generate the degree 0 divisor class group. One then chooses $\alpha_i$ and $\beta_i$ in $\mathbb{Z}/N\mathbb{Z}$ uniformly at random. With this choice, one can prove that one can obtain an expected running time of $\hat{O}(q^{2-\frac{2}{s+1}})$. (For details one can consult [Die11]. In this article a better asymptotic expected running time is proven with the method of double large prime variation, but with the algorithm as
discussed here the methods in \cite{Die11} establish the desired expected running time.

In \cite{Die11} it is shown how one can efficiently obtain a system of elements of \(\text{Cl}^0(C)\) of a size which is polynomially bounded in \(\log(q)\) which is a generating system with a probability of at least \(\frac{1}{2}\). One can then proceed as follows: One chooses such a system and applies the algorithm. If after a predefined time bound the algorithm has not terminated, one stops and chooses another system. Like this one obtains the desired expected running time of \(\tilde{O}(q^{2\cdot\frac{2}{\pi+1}})\) for all input instances.

For practical purposes, one does not need the auxiliary elements \(c_1, \ldots, c_u\), and can compute \(a + i \cdot b\) for \(i = 0, 1, \ldots\). This means that one usually has to reduce a divisor of degree \(2g\) to a divisor of degree \(g\). One can even improve upon this: One considers divisor classes \(a + i \cdot [P_\ell - P_0]\) and \(b + i \cdot [P_\ell - P_0]\) for \(i = 0, 1, \ldots\). Like this one usually reduces an effective divisor of degree \(g + 1\) to an effective divisor of degree \(g\). Also, for practical purposes, the factor \(g!\) in the estimate for the time for relation generation should be kept in mind. Depending on \(g\) and \(q\), it might be preferable to choose a larger factor base than one of size about \(q^s\).

3.3 The use of linear systems

Concerning the previous approach relying on the “classical” relation generation, one notices the following: The algorithm relies on the factorization of effective divisors which usually have degree \(g\). The requirement for relation generation is that the divisor splits completely and all its points lie in the factor base. This leads to the following idea: If one could modify the algorithm in such a way that instead of effective divisors of degree \(g\) one would use effective divisors of a smaller degree \(a\), one might be able to obtain an asymptotically lower expected running time. Concretely, with appropriate subroutines, one might then be able to obtain an asymptotic expected running time of

\[
\tilde{O}(q^{2\cdot\frac{2}{\pi+1}})
\]

with a factor base of size \(\sim q^{1 - \frac{1}{\pi+1}}\). This idea leads to the use of special linear systems.

We first assume that we have an algorithm \(A\) which under the given input or some data which can be computed from the input (in a precomputation) generates one or several base point free linear systems of dimension at least 1 or fails. The algorithm might be randomized and therefore the output might be randomized as well. We assume that the algorithm \(A\) and also the possible precomputation operate in expected polynomial time. In fact, a linear system might even be given with the input. For example, if the curve
is given by a birational plane model, we immediately have the linear system “cut out by lines”.

We might then use such divisors in such a linear system for relation generation. More precisely, we might compute divisors until we have found one divisor which splits over the factor base. Any other divisor which also splits completely over the factor base then leads to a relation over the factor base.

Let a system of degree $d$ and dimension $r \geq 1$ be given. Heuristically, we can then estimate the probability that a divisor splits over the factor base as

$$\sim \frac{1}{d!} \cdot q^{d(s-1)}.$$ 

We note this estimate would be unreasonable if we did not require the linear system to be base point free. In particular, if we have a non-base point free linear system with a base point which does not lie in the factor base, then there are no divisors in the system which split over the factor base at all. Additionally, we stress that the estimate is not correct for all base point free systems on all curves; the goal is here however to fix some first ideas.

In order to expect an improvement of this method over (7) one should therefore have $d < g$. However, this approach is not optimal for the following reason: For any effective divisor $D_0$ we have the linear subsystem $\mathfrak{d}(-D_0) + D_0$ of $\mathfrak{d}$ of divisors containing $D_0$. The system $\mathfrak{d}(-D_0)$ has dimension $\geq r - \deg(D_0)$, thus if $\deg(D_0) \leq r$, the system is non-empty. Inspired by this observation, we modify the relation generation as follows: We repeatedly fix $r$ points $Q_1, \ldots, Q_r$ of the factor base and consider a divisor in $\mathfrak{d}$ which contains the divisor $Q_1 + \cdots + Q_d$ as a subdivisor. We then only have to factor effective divisors of degree $d - r$, and heuristically the probability of success can be estimated by

$$\sim \frac{1}{(d-r)!} \cdot q^{(d-r)(s-1)}.$$ 

Inspired by the general idea presented at the beginning of this section, we use a factor base of size $\sim \kappa \cdot q^{1 - \frac{1}{\deg + 1}}$ for a constant $\kappa > 0$. With the method to generate relations via linear systems, we do not relate the input elements to the factor base elements. There is however a very easy solution to this: We compute multiples of the input elements $a$ and $b$ until these are represented by an effective divisor which is completely split. Then we insert all the points in these divisors into the factor base.

We now make the crucial assumption that either with one linear system or by varying linear systems, which however all have the same degree $d$ and dimension $r$, we can generate more than $\# \mathcal{F}$ relations in this way, where the numbers $k$ and $u$ are defined as in the algorithm in subsection 3.1. Let us
furthermore assume that these relations are “sufficiently linearly indepen-
dent” (a non-trivial requirement). Under this assumption we estimate the
expected running time and the number of linear systems required.

The number of divisors split over the factor base per system \( \mathfrak{d} \) is heuris-
tically
\[
\sim \kappa^d \cdot \frac{1}{d!} \cdot q^\left(-\frac{d}{d+1}+s\right) = \frac{\kappa^d}{d!} \cdot q^{r-\frac{r-1}{d+1}}.
\]
Let us first consider the case that \( r = 1 \), that is, the linear systems we
consider are pencils. In this case, the above asymptotic estimate is \( \sim \frac{\kappa^d}{d!} \).
Recall that the relations we consider are differences of divisors. It is now
reasonable to demand that for most systems we consider we have at least two
divisors which split over the factor base. For this, one should have \( \frac{\kappa^d}{d!} > 2 \),
that is, \( \kappa > (2d!)^{\frac{1}{d}} \). One can expect to need \( \Theta(q^{1-\frac{1}{d+1}}) \) pencils in total.

In case \( r = 2 \), heuristically we can expect to generate \( \sim \frac{\kappa^d}{d!} \cdot q^{1-\frac{1}{d+1}} \)
relations. This in turn suggests that for any fixed \( \kappa > (d!)^{\frac{1}{d+1}} \), one just
needs one linear system for \( q \) large enough. For \( r > 2 \), the analysis suggests
that for \( q \) large enough, we just need one linear system independently of \( \kappa \).

In all these cases, the heuristic estimates presented suggest that one can
obtain an expected running time of
\[
\tilde{O}(q^{2-\frac{2}{d+1}}).
\]

### 3.4 Some geometric considerations

We discuss some geometric background on the relation generation. In par-
ticular, we show that the use of special linear systems fails for hyperelliptic
curves.

We have already mentioned that one should only use base point free
linear systems. If one has generates a linear system \( \mathfrak{d} \) with a non-trivial
base locus \( B \), one can “subtract the base locus”, i.e., consider the system
\( \mathfrak{d}(-B) \) of the same dimension and smaller degree. One sees that considering
systems of a given dimension and degree, it is actually advantageous to
generate systems with a non-trivial base locus.

Let us first assume that \( C \) is hyperelliptic, let \( \iota \) be the hyperelliptic in-
volution and let \( p : C \to \mathbb{P}_\mathbb{F}_q^1 \) be a canonical covering of \( \mathbb{P}_\mathbb{F}_q^1 \) of degree 2.
Then any base-point free special linear system on \( C \) corresponds to mor-
phisms to some projective space which factor through \( p \). We thus see that
with any special linear system one always obtain the well-known relations
\( P+\iota(P) \sim Q+\iota(Q) \). As has already pointed out in the classic work [Gau00],
these relations might be used to speed up the computation in practice, but
they only lower the expected running time by a constant.
Let now $\mathcal{C}$ be non-hyperelliptic, and let $\varphi: \mathcal{C} \to \mathbb{P}^r_{\mathbb{F}_q}$ be a morphism associated to some base point free linear system $\mathfrak{d}$. We now distinguish between the cases $r = 1$ and $r \geq 2$.

### 3.4.1 $r \geq 2$

We first discuss the case $r \geq 2$, and we assume that we only want to use one linear system $\mathfrak{d}$.

There are now two cases to consider. The first case is that $\varphi$ is birational onto its image. Under the identification of the non-singular locus of the image of $\varphi$ with its preimage on the curve, all divisors in the linear system which do not contain a point over a singular point are given by intersection of the image curve with a hyperplane. This geometric description can be seen as an argument that the relation generation does work as mentioned above. We remark that for $r = 2$, we are exactly in the situation considered in [Die06] and [Die12a].

If however $\varphi$ is not birational onto its image the method fails, as can be seen as follows: Let $\mathcal{D}$ be the normalization (desingularization) of the image of $\varphi$. Now $\varphi$ factors through a non-trivial covering of non-singular proper curves $c: \mathcal{C} \to \mathcal{D}$. Every divisor in the system $\mathfrak{d}$ has the form $c^{-1}(D)$ for an effective divisor $D$ on $\mathcal{D}$. Therefore every such divisor is a linear combinations of divisors of the form $c^{-1}(P)$ for closed points $P$ on $\mathcal{D}$. Moreover, the completely split divisors on $\mathfrak{d}$ are linear combination of divisors of the form $c^{-1}(P)$ for $\mathbb{F}_q$-rational points $P$ on $\mathcal{D}$. But there are only $\sim q$ such points. Moreover, the preimages of the points are distinct, and all completely split preimages of non-ramification points contain $\deg(c)$ points. If $b$ is the number of ramified $\mathbb{F}_q$-rational points of $\mathcal{D}$ under the covering, it is not possible to generate more than $\frac{1}{\deg(c)} \cdot (\#F - b) + b$ relations. This indicates that the computation cannot be performed with the given linear system.

### 3.4.2 $r = 1$

We now consider the case $r = 1$. We first study in greater detail the expected number of divisors in one pencil which split over the factor base. We have the following proposition.

**Proposition 1** For base-point free pencils of a fixed degree $d$ on curves of a fixed genus over finite fields $\mathbb{F}_q$ the following holds: If the pencil contains at least one divisor which splits completely into distinct rational points, then the number of such divisors is $\gtrsim \frac{1}{\deg(c)} \cdot q$.

**Proof.** The pencil defines a morphism $\mathcal{C} \to \mathbb{P}^1_{\mathbb{F}_q}$ which in turn corresponds to an extension $k(\mathcal{C})|k(\mathbb{P}^1)$. The divisor which splits completely into distinct
rational points is the preimage of an unramified point \( P \) on \( \mathbb{P}^1_k \). Thus the extension of function fields is separable. Let \( M \) be its Galois closure. Now, \( P \) also splits completely in \( M \), thus \( M \) has a place of degree 1. In particular, \( k \) is the exact constant field of \( M \). By the effective Chebotarev theorem in [MS94], the number of places of degree 1 of \( k(\mathbb{P}^1) \) which are unramified and completely split completely in \( M \) (and – what is the same –, in \( k(C) \)) is 
\[
\sim \frac{1}{[M:k(\mathbb{P}^1)]} \cdot q.
\]

If now the factor base is chosen uniformly at random from the set of subsets of \( C(k) \) of size \([\kappa \cdot q^{1-\frac{1}{r-1}}]}\), then the number of divisors which split completely over the factor base is indeed \( \gtrsim \frac{q^d}{\pi^d} \cdot q^{r-1-\frac{1}{r-1}} \).

We recall that we estimated that we need \( \Theta(q^{1-\frac{1}{r-1}}) \) different pencils in total. Now, as we will show in the next section, for curves of a fixed genus over arbitrary fields, the number of connected components of each of the spaces \( G^1_d \) is bounded by an absolute constant (see Proposition 6). In particular, if \( G^1_d \) is zero-dimensional, then the number of pencils of degree \( d \) on the curve is bounded by an absolute constant. Therefore, in order to be able to obtain a number of pencils that grows with \( q \), we need that \( G^1_d \) is at least 1-dimensional. This can be expressed intuitively by saying that we need a non-trivial geometric family of pencils on the curve. Algorithm A generates pencils which correspond to rational points of the space \( G^1_d \). Depending on the algorithm, the points might all be contained in a particular closed subspace of \( G^1_d \) which is properly contained in \( G^1_d \).

Different possibilities for this generation will be discussed in subsection 4.2. We just note here that one can generate base-point free pencils from a higher-dimensional base-point free linear system by considering central projections. As we do not want that the difference between the degree and the dimension increases, we should consider central projections with centers on the curve.

Let a base-point free linear system \( \mathfrak{d} \) of dimension \( r \) at least 2 be given. For the reasons already discussed we assume that \( \mathfrak{d} \) defines a morphism to \( \mathbb{P}^r_k \) which is birational onto its image. The pencils we consider then have the form \( \mathfrak{d}(-D) \) for effective divisors \( D \). If we do not consider a specific construction for \( D \), we should expect that we have to consider effective divisors \( D \) with \( \deg(D) = r - 1 \). In the important case that \( r = 2 \), we consider pencils defined by central projection through a point on the birational plane model.

It is of interest to compare the method to generate relations by intersecting one plane model with lines (running through the non-singular part of the plane model) with the method of using central projections through points on the plane model: If we intersect the plane model with lines, we only consider lines running through two elements of the factor base, and
every line which defines a divisor which splits over the factor base defines a relation. If we consider central projections through rational points on the plane model and then divisors in the corresponding pencils, we can first choose an arbitrary rational point on the curve as a center and then a point of the factor base to define the divisor in the pencil. Now, differences of two divisors in a pencil lead to a relation. We see that the two methods are closely related. If moreover in the second method one only considers centers lying in the factor base, the relationship is even stronger.

3.4.3 Complete linear systems

Finally we remark that as we want to difference between the degree and the dimension, \( d - r \) to be large, it seems to be unreasonable to consider incomplete linear systems. Indeed, if doing so, we would for no reason “loose on the dimension”. On the other hand, we see nothing one can gain from considering such systems. For this reason, later on, we only consider complete special linear systems, or – what amounts to the same – special invertible sheaves. For such a system \( |D| \), we have \( d - r = g - i \), where \( i = h^0(\mathcal{O}(K - D)) \) is the index of speciality of \( D \). Estimate (11) then becomes

\[
\tilde{O}(q^{2 - \frac{2}{g - i}}) .
\]

Clearly, the goal is to apply these general ideas to complete linear systems which are “as special as possible”.

3.5 Double large prime variation

As has first been pointed out in [GTTD07] in the context of traditional relation generation, heuristic arguments suggest that via the method of double large prime variation one can obtain a drop of the asymptotic expected running time which corresponds to a drop of the genus by 1. This has been proven in [GTTD07] for an important class of hyperelliptic curves and in [Die11] in general. Even in greater generality one can say that via the method of double large prime variation, one can expect to obtain a drop of the asymptotic expected running time which corresponds to a drop of the degrees of the to be factored divisors by 1. This is also confirmed by the results in [Die06] and [Die12a].

Our goal is therefore to argue that with the method of double large prime variation, with the same setting as in the previous two sections, one can obtain an expected running time of

\[
\tilde{O}(q^{2 - \frac{2}{g - i}}) , \quad (12)
\]

which is

\[
\tilde{O}(q^{2 - \frac{2}{g - i}}) \quad (13)
\]
if the linear systems considered are complete.

We first describe the basic idea of double large prime variation, which we will however vary a bit in the following:

Just as before, one fixes a factor base $\mathcal{F} \subseteq \mathcal{C}(k)$. Then $\mathcal{L} := \mathcal{C}(k) - \mathcal{F}$ is the so-called set of large primes. We use the terminology from [GTTD07], [Die11], [Die06] and [Die12a] and other works: A relation between the input elements and the factor base elements is called a full relation, whereas a relation which besides these elements contains also one or two large prime is called an FP-relation or a PP-relation respectively.

Now during the relation generation, one computes a labeled graph on the set of vertices $\mathcal{L} \cup \{\ast\}$, the so-called graph of large prime relations. Here an FP-relation involving a large prime $P$ leads to an edge between $\ast$ and $P$, and a PP-relation involving large primes $P$ and $Q$ leads to an edge between $P$ and $Q$.

Besides this general idea there are several different variants of the use of the method of double large prime variation: One possibility is to immediately search for cycles in the graph (see for example [GTTD07]). Another possibility is to first compute a graph, then a tree in the graph and to use this tree to speed up the relation generation (see for example [Die06]). Also, one might immediately compute a tree (see for example [Die12a] and [Nag07]). We follow the second approach here. For practical purposes, one might consider several variants. One practical variant, using cycles, is described in [DT08, Section 7]. Alternatively, to save storage, one might immediately compute a tree and not first a full graph.

The following proposition is Proposition 11 in [Die12a]. The algorithm to obtain this result is based on the traditional relation generation; it is very similar to the algorithm for the theoretical result in subsection 3.2 above, only that now the factor base has a different size and the tree is used to speed up the relation generation. We note that by a tree of large prime relations, we mean a rooted labeled tree whose vertices are contained in $\mathcal{L} \cup \{\ast\}$ with root $\ast$, where the labels are the relations. For details we refer to [Die12a].

**Proposition 2** Let $g$ and $c \in \mathbb{N}$ with $g, c \geq 2$ be fixed. Then there is an algorithm such that the following holds:

The input consists of

- a curve $\mathcal{C}$ of genus $g$ over a finite field $\mathbb{F}_q$,
- the group order of $\text{Cl}^0(\mathcal{C})$
- two elements $a, b \in \text{Cl}^0(\mathcal{C})$ with $b \in \langle a \rangle$,
- elements $c_1, \ldots, c_u \in \text{Cl}(\mathcal{C})$ whose degrees are bounded, where $u$ is polynomially bounded in $\log(q)$
• a factor base $\mathcal{F} \subseteq C(\mathbb{F}_q)$ of size $\tilde{O}(q^{1-\frac{1}{2}})$

• a tree of large prime relations $\mathcal{T}$ for the factor base $\mathcal{F}$, the set of large primes $C(\mathbb{F}_q) - \mathcal{F}$, and classes $c_1, \ldots, c_u$
  
  - of a depth which is polynomially bounded in $\log(q)$
  - with $\#(\mathcal{F} \cup V(\mathcal{T})) \geq q^{1-\frac{1}{2}+\frac{1}{2d}}$
  - such that the number of non-trivial residue classes involved in each label is polynomially bounded in $\log(q)$.

Upon this input the algorithm computes the discrete logarithm of $b$ with respect to $a$ in an expected time of $\tilde{O}(q^{2-\frac{2}{d-r}})$. The algorithm has storage requirements of $\tilde{O}(\#(\mathcal{F} \cup V(\mathcal{T})) \cdot \log(q))$.

We apply this proposition with $c = d - r$. To obtain the desired expected running time of $\tilde{O}(q^{2-\frac{2}{d-r}})$, it therefore suffices to give an algorithm which outputs a factor base and a tree as desired in an expected time of $\tilde{O}(q^{2-\frac{2}{d-r}})$. For this, we proceed as follows:

We first construct a factor base of size $\tilde{O}(q^{1-\frac{1}{d-r}})$ and a graph of large prime relations on $\mathcal{L} \cup \{\ast\}$ of size $q$. Then with a breadth-first search we construct a shortest path tree on the graph, limiting the depth of the tree to $\log(q)^2$. If this tree has less than $q^{1-\frac{1}{2}+\frac{1}{4d-r}}$ elements, we repeat the whole construction.

The following proposition from the theory of random graphs shows that this approach is indeed reasonable; see [DT08, Proposition 10].

**Proposition 3** With a probability of $\Theta(1)$, a uniformly randomly distributed graph with $q$ edges and $q$ vertices has a large connected component of size $\Theta(q)$ and diameter $O(\log(q))$.

We now give the algorithm for the construction of the graph and analyze it:

For a given constant $\kappa > 0$, we fix a factor base $\mathcal{F} \subseteq C(k)$ with $\sim \kappa \cdot q^{1-\frac{1}{d-r}}$ elements uniformly at random.

As above, for a particular linear system $\mathfrak{d}$ as described, relations are defined by differences between elements of $\mathfrak{d}$. Now, each relation should contain up to two large primes. To generate such relations, again we want to proceed as follows: First we fix a divisor which splits over the factor base. Then we use divisors which split into rational points all except one or two of which lie in the factor base to generate relations.
As before, we only consider divisors which contain \( r \) points of the factor base. We can estimate the probability that one try leads to a divisor which splits over the factor base and two large primes as
\[
\Theta\left( \left( \frac{q^{1-\frac{1}{d-r}}}{q} \right)^{d-r-2} \right) = \Theta(q^{\frac{d-r-2}{d-r}}).
\]

Let us assume for the moment that in each linear system we consider we know a divisor which splits over the factor base. Heuristically, we can then estimate the total expected time for the construction of the graph as
\[
\tilde{O}(q^{d-r-2+1}) = \tilde{O}(q^{2-\frac{2}{d-r}}),
\]
which is the desired expected time.

We estimate how many linear systems we need. The number of divisors in one system which split into elements of the factor base and two large primes can be estimated heuristically as
\[
\sim \frac{1}{d!} \cdot \binom{d}{2} \cdot \kappa^{d-2} \cdot q^{-\frac{d-2}{d-r}+r} = \frac{1}{d!} \cdot \binom{d}{2} \cdot \kappa^{d-2} \cdot q^{r-1-\frac{r-2}{d-r}}.
\]

For \( r = 1 \), this is in \( \Theta(q^{\frac{1}{d-r}}) \), which means that we should expect to use \( \Theta(q^{\frac{1}{d-r}}) \) systems.

For \( r = 2 \), the exponent of \( q \) is 1, and as above we want to use just one system (which again must define a morphism to \( \mathbb{P}^2_{\mathbb{F}_q} \), which is birational onto its image). For this we require that \( \frac{1}{d!} \cdot \binom{d}{2} \cdot \kappa^{d-2} \cdot q \geq q \), that is,
\[
\kappa \geq (2(d-2)!)^{\frac{1}{d-r}}.
\]

Up to now we have assumed that each system considered contains a divisor which splits completely over the factor base.

Given a linear system, this assumption needs however not be satisfied. Indeed, if we fix the factor base a priori and then consider some linear system, this linear system might not contain any completely split divisor. Indeed, heuristically, the expected number of divisors with this property in a system is in
\[
\Theta(q^{-\frac{d}{d-r}+r}) = \Theta(q^{r-1-\frac{r}{d-r}}).
\]
For \( r = 1 \) this is \( \Theta(q^{\frac{1}{d-r}}) \). In this case we can thus only expect that a negligible amount of systems we consider contains any divisor which splits over the factor base. Fortunately, one can easily modify the algorithm in the following way to cope with this problem:

Given any linear system which contains a divisor which splits completely into rational points, one considers any such divisor and inserts all points in
its support into the factor base. In fact, more generally, one might use an arbitrary divisor in the system for this.

One can even proceed as follows: Say that \( \mathcal{D}_i \) is the \( i \)th system considered. Let \( c_i \) be the class defined by the system. Then each divisor \( D = \sum P n_p P \) in the system leads to a relation

\[
\sum_P n_p[P] = c_i.
\]

We now save for each \( i \) the class \( c_i \); like this each divisor in the \( i \)th system leads to a relation. We note that rather than representing the class \( c_i \) as described in the introduction, we can in fact represent the class by the number \( i \), which is even easier.

As mentioned, for \( r = 1 \), one can expect to use \( \Theta(q^{1 - \frac{1}{g-r}}) \) systems. This means that at the end of the construction of the tree, the factor base still has \( \Theta(q^{1 - \frac{1}{g-r}}) \) elements.

If one just uses one system (that is for \( r \geq 2 \) and an appropriate factor base), there is no problem at all: If \( c \) is the class of the system and \( D = \sum_P n_p P \) is a divisor in the system, we have the relation

\[
\sum_P n_p[P] = c,
\]
and we only have to store the left-hand sides and compute with these. This approach has been used in [Die06] and [Die12a].

### 3.6 Using the canonical linear system

#### 3.6.1 A first application

As a first but important application of the idea to use special linear systems, we apply the ideas presented above to the canonical linear system of a non-hyperelliptic curve of genus \( g \). Note that we automatically have \( g \geq 3 \).

This system has degree \( 2g - 2 \), dimension \( g - 1 \) and index of speciality 1. Furthermore, it induces an embedding of the curve into \( \mathbb{P}^{g-1}_{q} \). To access the divisors in the system quickly, we suggest to use the implicit approach described in subsection 2.3 except for \( g = 3 \), where we obtain a non-singular plain model.

Using the approach with double large prime variation, we obtain heuristically an expected running time of

\[
\tilde{O}(q^{2 - \frac{2}{g-1}}).
\]

An important special case is \( g = 3 \); here the estimate for the expected running time is \( \tilde{O}(q) \). In [Die12a] the first author has proven that with an appropriate variant of the double large prime variation approach, the expected running time does indeed hold.
3.6.2 Using plane models

A variant of the approach via the canonical linear system first uses a central projection to obtain a plane model of the curve. This approach is based on the following consideration: Let $D$ be an effective divisor of degree $g - 3$. Then the sheaf $\omega(-D)$ has degree $g + 1$ and defines a complete linear system of dimension at least 2. For generic divisors on generic curves, the dimension is 2 and the morphism is birational onto its image (see Proposition 7 in the next section). This suggests that for almost all curves over finite fields, the dimension is 2 and the morphism is birational onto its image. (As explained above, a larger dimension is algorithmically an advantage.) If one uses this plane model, heuristically the expected running time is again

$$\tilde{O}(q^{2 - \frac{2}{d-1}}).$$

The approach just described has been introduced and analyzed heuristically in [Die06]. As mentioned, the approach is based on a plane model of degree $g + 1$. In [Die12a], the problem to compute discrete logarithms on non-singular proper curves represented by plane models of a fixed degree $d \geq 4$ is studied in detail. It is proven that under some conditions, in particular if $d$ is larger than the characteristic, the problem can be solved in an expected running time of

$$\tilde{O}(q^{2 - \frac{2}{d-1}}).$$

4 Applications of Brill-Noether theory

The goal is now to use complete special linear systems with an index of speciality greater than 1. More precisely, based on the considerations of the previous section, in particular subsection 3.4, we are interested in the use of

- either a base-point free complete linear system of index of speciality greater than 1 which defines a morphism to projective space which is birational onto its image

- or alternatively the use of a non-trivial geometric family of pencils which are complete as linear systems and which have an index of speciality greater than 1.

For this we make use of results and techniques of Brill-Noether theory, whose content is the study of special divisors on curves or with other words, the study of the spaces $C_d^r$, $W_d^r$ and $G_d^r$. The study of these spaces for generic curves is a central aspect of this theory, but there are also results for arbitrary curves.
4.1 Basic results from Brill-Noether theory

Let us first fix some terminology: A *generic curve* of a given genus $g$ and characteristic $p$ is a curve corresponding to the generic point of the moduli space of curves of genus $g$ in characteristic $p$, possibly considered after base extension. So in particular, we can talk about generic curves over algebraically closed fields. For a given curve $C$ over some field $k$, a generic divisor of degree $d$ on $C$ is the divisor of $C_{k(C_d)}$ corresponding to the generic point of $C_d$.

We now recall the basic results from Brill-Noether theory.

For integers $g, r, d$ with $g, r \geq 0$ and $r \geq 1$ we have the Brill-Noether number

$$\rho := g - (r + 1)(g - d + r).$$

With $i := g - d + r$, which might be called the *predicted index of speciality* associated to $g, d, r$, this reads as

$$\rho = g - (r + 1)i.$$

We have the following rather elementary result which follows immediately from a determinantal description of the spaces $C_{d^r}$ which we will recall briefly below. For a reference we refer to [ACGH85] and note that the determinantal description can be established purely algebraically.

**Proposition 4** Let $r \geq d - g$, i.e. $i \geq 0$. Then every irreducibility component of $C_{d^r}$ has dimension at least $\rho + r$ and every irreducibility component of $W_{d^r}$ and of $G_{d^r}$ has dimension at least $\rho$.

This theorem does however not rule out that the spaces under consideration are empty. A more difficult theorem is the *existence theorem* (see introduction to Chapter V in [ACGH85]). It says:

**Theorem 1** If $\rho \geq 0$ then $W_{d^r}$ is non-empty.

This theorem was proven by Kleiman and Laksov ([KL72], [KL74]) and by Kempf.

The study of $C_{d^r}$ and $W_{d^r}$ relies on the following fact (see [ACGH85]: IV, Lemma 1.6 and Proposition 4.2):

**Proposition 5** Let $r \geq d - g$ and let $D$ be a divisor on $C$ of degree $d$ and dimension $r$. Then the following conditions are equivalent:

a) $C_{d^r}$ is smooth of dimension $\rho + r$ at $D$

b) $W_{d^r}$ is smooth of dimension $\rho$ at $|D|$. 
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c) the linear map
\[ H^0(\mathcal{C}, \mathcal{O}(D)) \otimes H^0(\mathcal{C}, \omega(-D)) \longrightarrow H^0(\mathcal{C}, \omega) \]
is injective.

Furthermore, let \( \mathfrak{d} \) be a linear subsystem of \( |D| \) of dimension \( r' \). If now the above conditions are satisfied, \( G^d_r \) is smooth of dimension \( g-(r'+1)(g-d+r') \) at \( \mathfrak{d} \).

Now, Gieseker ([Gie82]), building on work by Griffiths and Harris ([GH80]), has shown that the map in c) is indeed always injective for generic curves. It follows that for \( \rho \geq 0 \) and \( r \geq d-g \) \( G^r_d \) is smooth of dimension \( \rho \). As \( W^r_d \) is an image of \( G^r_d \) and \( \dim(W^r_d) \geq \rho \), we obtain the following theorem:

**Theorem 2** Let \( \rho \geq 0 \) and \( r \geq d-g \). Then for a generic curve, \( G^r_d \) is smooth of dimension \( \rho \) and the canonical morphism \( G^r_d \longrightarrow W^r_d \) is birational restricted to every component of \( G^r_d \).

Furthermore, as shown by Fulton and Lazarsfeld ([FL81]), for a generic curves and \( \rho \geq 1 \), the spaces \( C^r_d \) and \( W^r_d \) are connected. Combined with the previous theorem one obtains that the space \( G^r_d \) is irreducible. As \( W^r_d \) is an image of \( G^r_d \) it is also irreducible. Thus:

**Theorem 3** For a generic curve and \( \rho \geq 1 \), the spaces \( C^r_d \) and \( W^r_d \) are irreducible.

For \( \rho \geq 1 \) we define a generic divisor of degree \( d \) and dimension \( r \) or a generic complete linear systems of degree \( d \) and dimension \( \geq r \) on a generic curve \( \mathcal{C} \) as a divisor or a complete linear system corresponding to the generic point of the space \( C^r_d \) and \( W^r_d \) on \( \mathcal{C} \) respectively. By a generic complete linear system of degree \( d \) and dimension \( \geq r \) on a generic has dimension exactly \( r \).

The theorem is of interest for us because it indicates that given natural numbers \( g, r, d \), if \( \rho \) as defined above is at least 1, for almost all curves of genus \( g \) over finite fields, the spaces \( C^r_d \) and \( W^r_d \) are irreducible, and this in turn indicates that for almost all such curves, the number of divisors of degree \( d \) and dimension at least \( r \) (or exactly \( r \)) is \( \sim q^{\rho+r} \) and the number of complete linear systems of degree \( d \) and dimension at least \( r \) (or exactly \( r \)) is \( \sim q^\rho \). We intend to prove this result in a future version of this work.

In the same way we have generic divisors of a given degree and lower bound on the dimension, generic complete linear systems of a given degree
and lower bound on the dimension and generic linear systems of a given degree and dimension. (Provided that the corresponding spaces are non-empty.)

We also mention the following results.

**Proposition 6** For fixed $r, g \in \mathbb{N}_0$ and $d \in \mathbb{N}$, the number of connected components of the spaces $C_d^r$, $W_d^r$ and $G_d^r$ for curves of genus $g$ is bounded by an absolute constant.

**Sketch of a proof.** Let $T$ be any noetherian scheme and let $C$ by a relative smooth proper curve of genus $g$ over $T$. Just as for a smooth proper curve over a field, we now have spaces $C_d^r, W_d^r$ and $G_d^r$ for $C/T$. These spaces are proper over $T$. Now, for a proper morphism $p : Z \rightarrow T$, we can consider the Stein factorization $Z \rightarrow \text{Spec}(p_* \mathcal{O}_Z) \rightarrow T$, where the first morphism has geometrically connected fibers (see [Gro, III (4.3.1), (4.3.4)]) and the second one is finite. Therefore, the number of connected components of the geometric fibers of $p$ is bounded. It follows in particular that the number of connected components of the geometric fibers of the spaces $C_d^r, W_d^r$ and $G_d^r$ is bounded.

If we apply these considerations to a universal curve over the moduli space $\mathcal{M}_g$ (over $\mathbb{Z}$) the claim follows. □

**Proposition 7** A generic complete linear system of degree $r \geq 2$ on a generic smooth proper curve is base-point free and defines a morphism to $\mathbb{P}_k^r$ which is birational onto its image.

This result can be found in the introduction to [GH80].

We now come back to our original problem of computing discrete logarithms via linear systems of index of speciality at least 2. Because we can always consider central projections, we concentrate on non-trivial families of complete linear systems of dimension 1 and on systems of dimension 2.

For generic curves, we have the following results:

- The spaces $G_d^2$ as well as $W_d^2$ are non-empty if and only if $d \geq \frac{2g}{3} + 2$.
- The spaces $G_d^1$ as well as $W_d^1$ have dimension at least 1 if and only if $d \geq \frac{g}{2} + \frac{3}{2}$.

Furthermore, by Proposition 4 if the indicated numerical conditions are satisfied, then for all curves of genus $g$ the spaces $G_d^2$ and $W_d^2$, respectively $G_d^1$ and $W_d^1$ satisfy the conditions given in the respective items.

We note that the condition that $G_d^2$ is non-empty is equivalent to the existence of a linear system of dimension 2 and degree $d$ over algebraically closed fields. However, over arbitrary fields, it might of course be that the
space is non-empty but does not have any rational points, and then there also is no such system.

For fairly low genera, we obtain the following table for generic curves. Over algebraically closed fields, the last line gives the so-called gonality of the curve, that is, the minimal degree of a non-constant function on the curve. We mention this line solely for information.

<table>
<thead>
<tr>
<th>genus</th>
<th>min. ( d ) with ( G_d^{i_1} \neq \emptyset / W_d^{i_2} \neq \emptyset )</th>
<th>min. ( d ) with ( \dim(G_d^{i_1}) \geq 1 / \dim(W_d^{i_2}) \geq 1 )</th>
<th>min. ( d ) with ( G_d^{i_3} \neq \emptyset / W_d^{i_4} \neq \emptyset )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

For curves of genus 3 and 4, the given dimensions in fact hold for all non-hyperelliptic curves. For curves of genus 3 this is obvious, so let us consider curves of genus 4: A curve of genus 4 over an algebraically closed field has exactly one or two \( g_3^1 \)s, where a generic curve of genus 4 over an algebraically closed field has exactly two \( g_3^1 \)s. This follows from the considerations in Section V of [ACGH85]. Also, a non-hyperelliptic curve of genus 4 cannot have a \( g_4^2 \), as can be seen as follows: First, it cannot have a birational plane model of degree 4. Second, assume it had a \( g_4^2 \) which does not define a plane model. This system must be base point free, and the image of the corresponding morphism must have degree 2 and thus be rational. The morphism therefore factors through a function of degree 2, which is a contradiction.

We see that the ideas to use systems with index of speciality greater than 1 fail for all curves of genus 3 and 4. On the other hand, the table indicates that for most curves of a fixed genus at least 5, the approach should be successful. Here it is interesting to compare curves of genus 5, 6 and 7. The table indicates that for most curves of genus 5, one might be able to use a family of pencils of degree \( g - 1 = 4 \), whereas it is not possible to use plane models of a degree lower than \( g + 1 = 6 \). However, for curves of genus 6, one might also try to compute a plane model of degree \( g = 6 \), even though such a model might not exist over the field under consideration. Finally, for curves of genus 7, it might even be possible to use a family of pencils of degree \( g - 2 = 5 \).
4.2 Computation of linear systems

We now give algorithms to compute special divisors (and thus special linear systems) and discuss their application to the algorithm schemes given in the previous section. Because of general interest into the subject, we discuss the task to compute special linear systems a bit more generally than is necessary for our applications.

As in Section 2 for the following geometric considerations, the ground field is arbitrary. For algorithmic applications, we always restrict ourselves to curves of a fixed genus over finite fields and to systems of a fixed degree.

4.2.1 A basic method

For reference, we discuss here what might be called the “basic method” to compute complete special linear systems.

Let first $C$ be a curve of genus $g$ over any field $k$, and let $\omega$ be the canonical sheaf on $C$. We start with the trivial observation that if $D$ is a special divisor then the system $|\omega(-D)|$ is by definition non-empty. Conversely, if $D$ is any effective divisor on $C$ of degree $d$ at most $g - 1$, the complete linear system $|\omega(-D)|$ has degree $2g - 2 - d$ and dimension $g - 1 - d + \dim(|D|) \geq 0$. Its index of speciality is $1 + \dim(|D|) \geq 1$. Moreover, the system $|\omega(-D)|$ only depends on the complete linear system defined by $D$.

One can interpret this from a geometric point of view: For any natural number $d$ at most $g - 1$ have an isomorphism between $C_d$ and $C_{2g-2-d}$ which is given by $|D| \mapsto |\omega(-D)|$ on rational points (and likewise after any base change to a field extension).

This gives a straightforward method to compute complete special linear systems of a given degree $d$ at least $g - 1$: One chooses an effective divisor $D$ of degree $2g - 2 - d$ and considers the system $|\omega(-D)|$. We note here that as shown in [Die11] one can compute a uniformly randomly computed divisor of a given degree in polynomial time. However, this computation relies on the computation of the $L$-polynomial of the curve which is possible in polynomial time because we consider curves of a fixed genus but is not practical at all for curves of genus 4 or higher, say.

The variant of the method to compute plane models mentioned in subsection 3.6.2 is based on systems of degree $g + 1$ computed like discussed here. This idea was already discussed in [Die06].

4.2.2 A general method

We now go into the opposite direction and give a general method to compute special divisors of a given degree and a given lower bound on the dimension. More precisely, we give a method to compute such divisors which split com-
pletely into distinct rational points. The method is based on the techniques introduced by Brill and Noether to study special linear systems.

We first give the essential theoretical observations we need. Let for this any smooth proper curve $C$ of genus $g \geq 3$ over a field $k$ be given, and let $D$ be an effective divisor of degree $d$ on $C$. Then the Riemann-Roch Theorem states that

$$\dim(|D|) = \dim(\Gamma(C, \omega(-D))) + d - g.$$ 

We have the short exact sequence

$$0 \rightarrow \omega(-D) \rightarrow \omega \rightarrow \omega/\omega(-D) \rightarrow 0$$

We have the exact sequence

$$0 \rightarrow \Gamma(C, \omega(-D)) \rightarrow \Gamma(C, \omega) \rightarrow \Gamma(C, \omega/\omega(-D)).$$

Let $n$ be the dimension of the image of $\Gamma(C, \omega)$ in $\Gamma(C, \omega/\omega(-D))$. Then by Riemann-Roch

$$\dim(|D|) = d - n.$$ 

We make this more explicit now. Let $\omega_1, \ldots, \omega_g$ be a basis of $\Gamma(C, \omega)$ and let $D = P_1 + \cdots + P_d$ with distinct $k$-rational points $P_i$. Then $\Gamma(C, \omega/\omega(-D)) = \bigoplus_{i=1}^{d} \kappa(P_i)$ and $\kappa(P_i) = \omega_{P_i}/(m_{P_i} \omega_{P_i})$, which is a 1-dimensional $k$-vector space. Now $n$ is the rank of the matrix $((\omega_i(P_j)))_{i,j}$, whose entries in the $j$th column lie in $\kappa(P_j)$. Explicitly, we can fix one non-trivial differential $\omega$, express every $\omega_j$ in the form $\omega_j = f_j \cdot \omega$ for a function $f_j$ and consider the rank of the matrix $((f_i(P_j)))_{i,j}$. This matrix is called Brill-Noether matrix by Griffiths and Harris in [GH80]. Note that with $K := \text{div}(\omega)$, we have an isomorphism $L(K) \rightarrow \Gamma(C, \omega), \ f \mapsto f \cdot \omega$.

Let now $d$ and $r$ be given. Then $|D|$ has dimension at least $r$ if and only if the rank of the matrix is $\leq d - r$. This means that the determinants of all minors of size $d - r + 1$ of the matrix vanish.

So very briefly, we have the following method to compute such linear systems: We first compute an effective canonical divisor $K$ and a basis $f_1, \ldots, f_g$ of $L(K)$. Then we regard the $P_i$ as unknown points on the curve and express the condition that the determinants of all minors of size $d - r + 1$ vanish by a non-linear system of equations in the coordinates of the $P_i$.

Note also that if $D = P_1 + \cdots + P_d$ is one solution, then so is any effective divisor which is linearly equivalent to $D$ and which splits into distinct rational points. Because of this it is reasonable to fix $\rho + r$ of the points, where $\rho$ is the Brill-Noether number defined above.

Concerning the systems of equations, there are in fact two obvious variants here. The first variant is that one starts off with a plane model. In this case, obviously one only has one curve equation for each point $P_i$ but the
determinants of the matrices are rather complicated. A second variant is to consider the canonical embedding of the curve. In this case, each point has \( g \) coordinates, and one has various equations for each point, but the functions \( f_1, \ldots, f_g \) are now just the coordinates \( x_1, \ldots, x_g \) and the determinants are as easy as possible.

In any case, for a fixed genus, degree and dimension, the number of variables and the number of equations is fixed and the degrees of the equations are bounded. It is therefore reasonable to expect that the computation can be performed in expected polynomial time. With a suitable variant of the algorithm it should be possible to prove this.

Note that as discussed in the previous subsection, for any curve of genus \( g \) and for \( d = \lceil \frac{g}{2} + \frac{3}{2} \rceil \) the space \( W^1_g \) has dimension at least 1. One can now apply the general algorithm given in subsection 3.5 to this family and access the family as described. We note again that we have the two obvious ways to represent the curve here: via a plane model or via a canonical curve.

On the basis of the heuristic assumptions discussed in subsection 3.5, one obtains an algorithm to compute discrete logarithms for nearly all curves of a fixed genus \( g \) with an expected running time of

\[
\tilde{O}(q^{2 - \frac{2}{\lceil \frac{g}{2} + 1 \rceil}}).
\]

This is the "Heuristic Result" given in the introduction.

The indicated index calculus algorithm seems however to be of little practical value. Indeed, it seems to be very difficult to perform any practical and non-trivial computation with the indicated method to find special divisors.

### 4.2.3 Pencils of degree \( g - 1 \)

We have already seen that for a generic curve of genus \( g \geq 3 \) the spaces \( W^1_{g-1} \) and \( G^1_{g-1} \) have dimension \( g - 4 \), and for any curve the dimensions are at least \( g - 4 \). By Marten’s theorem (\[ACGH85\] IV, \( \S \)5), for any non-hyperelliptic curve the space \( W^1_{g-1} \) is \( g - 4 \)-dimensional. We now discuss a very efficient and easy method to compute pencils of degree \( g - 1 \) on curves of genus at least 4. This leads to the practical algorithm to compute discrete logarithms for curves of a fixed genus at least 5 mentioned in the introduction. The following considerations are similar to the ones in Chapter VI, \( \S \)4 of \[ACGH85\].

**a) Geometric considerations** The basic idea of the method is as follows: For every effective divisor \( A \) of degree \( g - 3 \) on \( C \) we consider all divisors \( E \) of degree 2 with \( \dim(|A + E|) \geq 1 \). Clearly, in this way we obtain all
effective divisors of degree $g - 1$ on $C$ of dimension at least 1 which split into an effective divisor of degree $g - 3$ and an effective divisor of degree 2. For our index calculus method the splitting of the divisor is no restriction as we anyway only want to consider linear systems which contain at least one completely split divisor.

Another observation is that for any divisor $D$ of degree $g - 1$ on $C$ one has $\dim(|D|) = \dim(|\omega(-D)|)$.

Let now $A$ be an effective divisor on $C$ of degree $g - 3$. We show how one can obtain all divisors $E$ as indicated. For this we consider the complete linear system $|\omega(-A)|$ of degree $g + 1$. The goal is to obtain all effective divisors of degree 2 with $\dim(|\omega(-A - E)|) = \dim(|\omega(-A)|(-E)) \geq 1$. We make a case distinction.

1. Let us first assume that $|\omega(-A)|$ is base-point free of dimension 2. It thus defines a morphism $\varphi$ to $\mathbb{P}_k^2$. (For the moment, the morphism need not be birational onto its image, but as stated in Proposition 7 for a generic divisor on a generic curve, this is the case.) For an effective divisor $E$ of degree 2, the divisors in $|\omega(-A)|(-E)$ are the divisors of the form $\varphi^{-1}(L)$, where $L$ is a line in $\mathbb{P}_k^2$ and $E$ is a subdivisor of $\varphi^{-1}(L)$. We discuss this now in detail: First, if the (set-theoretic) image of $E$ does not consist of exactly one rational point, there is only one such line: the line through the image of $E$. Secondly, if the (set-theoretic) image of $E$ is a rational point $P$ and if $|\omega(-A)|(-E)$ is a pencil then it is given by the composition of $\varphi$ with the central projection at $P$. With other words, we have a pencil if and only if for every line $L$ through $P$, $E$ is a subdivisor of $\varphi^{-1}(L)$. This is equivalent to $E \leq \varphi^{-1}(P)$.

We now study the important case that $\varphi$ is birational onto its image. In this case all $E$ which define a pencil are subdivisors of a divisor of the form $\varphi^{-1}(P)$ for a singular point $P$. In the important special case that all singular rational points of $\varphi(C)$ are double points, the divisors $E$ which define a pencil are exactly the divisors defining the singularities. In general, the divisor $\varphi^{-1}(P) - E$ is then the base locus of the linear system $|\omega(-A - E)|$.

2. Let us now assume that $|\omega(-A)|$ is of dimension larger than 2. Then for any effective divisor $E$ of degree 2, $|\omega(-A - E)|$ is of dimension at least 1.

3. Finally let us now assume that $|\omega(-A)|$ is not base-point free and of dimension 2. Let $B$ be the base locus, such that $|\omega(-A)| = |\omega(-A - B)| + B$ and $|\omega(-A - B)|$ is base point free of dimension 2. Let again $\varphi$ be an associated morphism to $\mathbb{P}_k^2$, and let $E$ be an effective divisor of degree 2. Let us first assume that $E$ and $B$ are disjoint. Then just as in the first case, $|\omega(-A - E)|$ is a pencil if and only if $E$ is mapped
to a singular point of $\mathbb{P}^2_k$ and $E \leq \varphi^{-1}(P)$. On the other hand, if $B$ and $E$ are not disjoint, there are the following cases: If $B$ and $E$ share exactly one rational point, $|\omega(-A-E)|$ is a pencil and if $E$ is a subdivisor of $B$ then $|\omega(-A-E)|$ has dimension 2.

b) The method  

The above points immediately lead to a method to compute linear systems of degree $g-1$ and dimension at least 1 (usually pencils):

Let a curve $C$ over a finite field $k$ be given. One fixes an arbitrary effective divisor $A$ of degree $g-3$ and computes the linear system $|\omega(-A)|$, that is one computes $K-A$, where $K$ is a canonical divisor, and a basis of $L(K-D)$. Let us assume that we are in the “generic case”, that is, the system is base-point free and of dimension 2, and let $f_0, f_1, f_2$ be the computed basis. (In the other cases, following the outline above, the computation is even easier than the following one.) Let $\varphi$ be the morphism given by $f_0, f_1, f_2$. One computes a defining homogeneous equation of $\varphi(C)$. Again we assume that we are in the “generic case”, that is, $\varphi(C)$ is a plane model, which then has degree $g+1$. As by assumption $g \geq 4$, the arithmetic genus is $\frac{g(g-1)}{2}$ which is always larger than $g$. So, it has singularities. One computes the singular locus $S$ with a Gröbner base computation. If the locus does not contain a rational point, one restarts the computation. Otherwise one fixes one singular point, say $S$.

The task is now to compute $\varphi^{-1}(S)$. For this, one can proceed as follows: One fixes two linear forms $G_1, G_2$ in $k[X,Y,Z]$ defining lines through $S$ and considers the pencil given by the sheaf $\omega(-A)$ and the linear subspace $\langle G_1(f_0,f_1,f_2), G_2(f_0,f_1,f_2) \rangle$ of $\Gamma(C,\omega(-A)) = L(K-A)$. The base locus of this pencil is exactly $\varphi^{-1}(S)$.

After $\varphi^{-1}(S)$ can been computed, one searches for a subdivisor $E$ of degree 2 of $\varphi^{-1}(S)$. Finally, one computes $A+E$.

c) A Question  

It arises the following question. What is the probability that the method succeeds provided that the effective divisor $A$ is chosen uniformly at random?

For a heuristic analysis it is reasonable to compare the singular locus with a random polynomial of the same degree. Now, for polynomials of a fixed degree $n$ over finite fields $\mathbb{F}_q$, the probability that such a polynomial has a rational root is asymptotically equal to $\sum_{i=1}^{n} \frac{(-1)^{i+1}}{i}$. This can be seen with the inclusion-exclusion principle. Explicitly, for $n \geq 4$, this is in between 0.625 and 0.634.

We studied the question experimentally: For each of the genera 5,6,7 we performed the following experiments: We considered 10 prime fields with cardinality between $2^{19}$ to $2^{30}$. Over each of the fields, we generated 10
curves with the Magma command `RandomCurveByGenus`. (The algorithm for this command is also based on Brill-Noether theory; see \cite{ST02}.) On each of the 10 curves per genus we generated 100 random prime divisors $A$ of degree $g - 3$. We observed the following:

The complete linear system $|K - A|$ always defined a plane model (which is then of degree $g + 1$).

In the following table, we give the range of the percentages of divisors $A$ on any of the curves which lead to a plane model with a rational singular point. Additionally, we give the overall percentage of divisors $A$ which lead to a plane model with a rational singular point.

<table>
<thead>
<tr>
<th>genus</th>
<th>percentage (range; average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>53 – 75; 64</td>
</tr>
<tr>
<td>6</td>
<td>52 – 74; 63</td>
</tr>
<tr>
<td>7</td>
<td>54 – 75; 62</td>
</tr>
</tbody>
</table>

The average values are close to the heuristically predicted value of about 63% for all genera.

On all the plane models, all singularities were double points. As to be expected, all pencils contained at least one divisor which split into distinct rational points. By Proposition \[\text{Proposition 1}\] the number of divisors in a pencil $d$ which split completely into rational points is then $\gtrapprox \frac{1}{(g-1)!} q$.

d) Index calculus

Concerning index calculus, there are two different approaches based on this method to compute pencils:

The first method is immediately given by the description to compute elements of $W_{g+1}^1$ described above: After a pencil has been computed, the corresponding base point free linear system is used for relation generation as indicated in the previous section. Following subsection 2.3 we call this approach the implicit approach because the original plane model is always kept. Or to put it differently, one does use different plane models to determine pencils, but after that one continues with the original plane model.

We note that the efficiency depends of course on the complexity of the plane model one represents $C$ with. So it is advisable to choose a plane model of degree $g + 1$.

The second method is based on the explicit approach mentioned in subsection 2.3. Here, instead of the pencils $|A + E|$ considered in the first method, one uses the pencils $|\omega(-A - \varphi^{-1}(S))|$, where $S$ is a singular point of one of the plane models of degree $g + 1$. Let us note here that the residual system to $|A + E|, \ |\omega(-A - E)|$, is also a pencil of degree $g - 1$, and the pencil $|\omega(-A - \varphi^{-1}(S))|$ is the corresponding base point free pencil.

Here one changes the plane model with each new divisor $A$. After one has changed the model, one also maps the factor base to the new model.
The original model is also kept, because one needs it for the large primes (rational points which do not lie in the factor base). The relation generation in the new model is now very easy because it is based on the intersection of a lines with the plane model, which is a very easy and fast computation. For simplicity, one might only consider relations obtained from lines which do not go through any other than the given singularity. However, if one has found a relation containing large primes (that is, rational points not contained in the factor base), one has to find the corresponding large primes. For this, one has to map the points back to the original model.

Now, the task to map from the original plane model to the one given by $|\omega(-D)|$ and the task to map back to the original plane model are very similar. One just has to find the functions which define the original plane model in terms of the new one.

The curve $C$ is itself given by a plane model. As specified in the introduction, let $\pi : C \rightarrow \mathbb{P}^2_k = \text{Proj}(k[X,Y,Z])$ be the corresponding morphism. We are really interested in the morphism $\pi \circ \varphi^{-1}$. The morphism $\pi \circ \varphi^{-1}$ is given by $(x_C \circ \varphi^{-1}, y_C \circ \varphi^{-1}, 1)$. We thus need to compute the functions $x_C \circ \varphi^{-1}$ and $y_C \circ \varphi^{-1}$. Let us focus on the first of these functions. It is determined by its value at one $k$-rational point and its principal divisor on the normalization of $\varphi(C)$. Provided that the image of the principal divisor $(x_C)$ is contained in the non-singular part of $\varphi(C)$, this divisor is the image of the principal divisor $(x_C)$ under $\varphi$.

So, we need to determine the image of the divisor $(x_C)$ under $\varphi$. For this, we first compute the divisor in free representation, that is, we factor the divisor completely. For each closed point (prime divisor) in the divisor we pass to a field extension $\lambda|k$ such that the point splits completely into rational points. We map such a point to $\varphi(C)(\lambda)$. Let us assume that all these points lie in the non-singular part of $\varphi(C)$. Then we compute the corresponding divisor in ideal representation and its Riemann-Roch space.

There is a certain possibility of failure here due to the fact that we require that the image of the points lie in the non-singular part of $\varphi(C)$. If the procedure fails, we can apply a linear coordinate transformation. Like this, one can compute the birational inverse of $\varphi$ in polynomial expected time.

4.2.4 Plane models of curves of genus 6

By Brill-Noether theory a generic curve of genus 6 over an algebraically closed field has a birational plane model of degree 6. Indeed, for generic curve, the spaces $G^2_6$ and $W^2_6$ are equal, zero-dimensional and reduced. Moreover, by [ACGH85, V, Theorem 1.3] they have exactly 5 geometric points.
A curve over a finite field might not have such a model, even if such a model exists over an extension field. Heuristically, for $q \to \infty$ the probability that an isomorphism class of a curve over $\mathbb{F}_q$ has such a model is asymptotically equal to the probability that a polynomial of degree 5 has a root over $\mathbb{F}_q$, and as already mentioned this probability is about 63%.

In principle, to compute a complete linear system of degree 6 and dimension 2 one might use the general approach via Brill-Noether matrices. However, as already indicated, this computation is not practical at all. We note that by Riemann-Roch one might also compute a complete linear system of degree 4 and dimension 1. But this is by itself of no help either.

However, there is a method which is efficient from a practical point of view due to F.-O. Schreyer ([Sch86]). This method was revisited by M. Harrison and has been implemented by him in the computer algebra system Magma ([Har13], [BCFS11]). We performed experiments with the method which confirmed the heuristic estimate that about 63% of all curves of genus 6 over finite fields have a plane model of degree 6.

Sometimes there also exists a birational plane model of degree 5 for a curve of genus 6, namely when the curve $C$ is isomorphic to a smooth plane quintic. If this is the case the corresponding $g^5_2$ is unique, therefore fixed under the action of $\text{Gal}(\overline{k}/k)$ and hence a $k$-rational point of $G^2_5$. The plane quintic can be found by an algorithm described in [Har13]. However, Harrison’s algorithm has some trouble dealing with a base field of characteristic 3.

The $g^5_2$ on $C$ leads to a 1-dimensional family of pencils of degree 4 by central projection. Interestingly, in this case one can also use the method presented in subsection 4.2.3 b) to compute such pencils:

By the discussion in [ACGH85, V] following Theorem 1.1 therein every complete $g^1_4$ on $C_\mathbb{F}$ is given as $|N - P_1 + P_2|$ for $N$ in the unique $g^2_5$ on $C_\mathbb{F}$, $P_1, P_2 \in C(k)$, $P_1 \neq P_2$, and hence possesses a base point $P_2$. Furthermore, there are no pencils of degree 2 or 3 on a non-singular plane quintic because the curve is neither hyperelliptic nor possesses pencils of degree 3 by [GH78, p. 535].

Thus if the result of the computation is a complete $g^1_4$, one can subtract the base point (which is then $k$-rational) to obtain a $g^1_4$. In case the result of the computation is an incomplete $g^1_4$, the corresponding complete system is the unique $g^2_5$, which one now has computed. Furthermore, as every $g^1_4$ which contains a completely split divisor can be generated as described in subsection 4.2.3 a), b), so can now every $g^1_4$.

These considerations also have an interesting interpretation for birational plane models of degree $g + 1 = 7$: The fact that every $g^1_4$ has a base point implies now that every singularity of a plane model of degree 7 is of degree 3.
4.3 Experiments

In the previous subsection 4.2 we presented four methods to compute special linear systems. The “general method” given in subsection 4.2.2 relies on the use of the Brill-Noether matrix and leads to the “Heuristic Result” stated in the introduction; as mentioned before it is of little practical value. This is because the resulting systems of polynomial equations cannot be solved in an appropriate time. So for the following experiments we will focus on the methods using pencils of degree \( g - 1 \) presented in subsection 4.2.3.

4.3.1 Setup

We intend to show that an algorithm based on pencils of small degree is indeed practical. Hence we implemented the algorithm relying on the explicit approach described in subsection 4.2.3. This method was referred to the implicit approach because the intersection of different plane models with lines can be calculated very fast. We will refer to the corresponding algorithm as the \textit{new algorithm}.

We are especially interested in a comparison to the algorithm which is introduced in [Die06] and which we will call the \textit{old algorithm}. We recall that in [Die06] it is argued that one can solve the discrete logarithm problem for curves of a fixed genus \( g \geq 2 \) in an expected time of

\[
\tilde{O}(q^{2-\frac{2}{g-1}}).
\]

The corresponding algorithm, which is recalled in subsection 3.6.2, works with one plane model of degree \( g + 1 \) and intersecting randomly chosen lines with this plane model. A function based on this approach is already available in \textsc{Magma} under the name \textsc{IndexCalculus}. Nevertheless, we also implemented a new version of this algorithm in order to be able to vary different parameters like the size of the matrix of relations and the number of vertices in the graph of large prime relations.

On the other hand above we argued that the new algorithm solves the discrete logarithm problem for nearly all curves of a fixed genus \( g \geq 5 \) in an expected time of

\[
\tilde{O}(q^{2-\frac{2}{g-1}}).
\]

We now briefly describe the specifications made for both algorithms. The old algorithm proceeds in three steps. Given a plane model of \( C \) and two divisor classes in \( \text{Cl}^0(C) \), in a first step we apply the method described in [Die06] to generate \( q \) FP- or PP-relations. From this we build the graph \( G \) of large prime relations using a factor base \( \mathcal{F} \) of size \( k := \lceil \kappa \cdot q^{\frac{1}{g-1}} \rceil \) where \( \kappa := (4 \cdot (g - 1)!)^{\frac{1}{g-1}} \) is chosen as indicated in [Die06]. So for \( g = 4,5 \)
κ is approximately 2.8 and 3.1, respectively. We note that, as argued in subsection 3.5 asymptotically any κ larger than \((2 \cdot (g - 1)!)^{\frac{1}{g - 1}}\) should be sufficient. In a second step we use a breadth-first search to construct a shortest path tree T on the graph. We then create further relations factoring over \(\mathcal{F} \cup \mathcal{V}\), where \(\mathcal{V}\) is the vertex set of T. In contrast to the description following Proposition \[\text{2}\], these relations are generated in the same way as before, that is, also by intersecting the plane model with lines. Whenever an appropriate relation is created, we check if it has already been constructed before. This can easily be done using the aggregate "set" in Magma. Substituting elements of \(\mathcal{V}\) with the help of T we generate a matrix of relations \(\mathcal{R}\) with slightly more rows than columns. Then we apply the Lanczos algorithm to find a non-trivial row vector \(\gamma\) in the left kernel of \(\mathcal{R}\).

The new algorithm on the other hand starts with the same input and a factor base \(\mathcal{F}\) of size \([\kappa \cdot q^{1 - \frac{1}{g - 2}}]\). We want the running times for the relation generation and the linear algebra step to be similar so experimentally we decided to set \(\kappa := 1\). As argued in subsection 3.5 one cannot guarantee that there are lines in \(\mathbb{F}_p^2\) factoring over \(\mathcal{F}\) for any plane model of \(\mathcal{C}\). So we increase \(\mathcal{F}\) by up to \(g - 3\) new elements for each of the plane models used. Again, we always check if a relation has already been constructed. Furthermore, in order to decrease the number of duplicates during the relation generation process, for each pencil \(|\omega(-A - \varphi^{-1}(P))|\) given by a singularity \(P\) of a plane model defined by \(|\omega(-A)|\), we only consider lines through \(P\) and \(\varphi(Q)\) where \(Q \in \{P_1, \ldots, P_{\left\lfloor \frac{g}{2} \right\rfloor}\}\) with \(\mathcal{F} = \{P_1, \ldots, P_k\}\). As before we create a graph \(G\) with \(q\) vertices in this way and consider the tree \(T\) constructed from \(G\) by breadth-first search.

Just as in the case of the old algorithm we use the identical relation generation method as in the construction of \(G\) to generate a matrix of relations \(\mathcal{R}'\) from \(T\). Again we stop the construction of \(\mathcal{R}'\) if it has slightly more columns than rows. As before we solve the corresponding system of equations by applying the Lanczos algorithm.

We intend to compare the old algorithm for genus 4 or 5 to the new algorithm for genus 5 or 6, respectively. For this we generated curves of the desired genera over \(\mathbb{F}_3, \mathbb{F}_5\) and \(\mathbb{F}_7\) by the Magma function \text{RandomCurveByGenus} and made a base change to the fields used in the tables below. We had to proceed this way so we could calculate the order \(N\) of the degree-zero class groups using the \(L\)-polynomial. We then picked the biggest prime \(\ell\) in the factorization of \(N\) and generated a random divisor class \(a\) of degree 0 on the corresponding curve which had order \(\ell\). We set \(b := n \cdot a\) where the integer \(n\) was chosen from \(\{1, \ldots, \ell - 1\}\) uniformly at random and computed the discrete logarithm of \(b\) with respect to \(a\) using the new or the old algorithm.
4.3.2 Results

The results for varying fields can be found in the tables below where $T_{rel}$ and $T_{la}$ stand for the time (in seconds) needed to create $R$ and solving $\gamma R = 0$, respectively.

<table>
<thead>
<tr>
<th>Field</th>
<th>Genus</th>
<th>Size of $F$</th>
<th>$T_{rel}$</th>
<th>$T_{la}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{57} = F_{78125}$</td>
<td>4</td>
<td>5271</td>
<td>1039</td>
<td>691</td>
</tr>
<tr>
<td>Old algorithm</td>
<td>5</td>
<td>5133</td>
<td>2018</td>
<td>1473</td>
</tr>
<tr>
<td>New algorithm</td>
<td>5</td>
<td>14627</td>
<td>7333</td>
<td>11683</td>
</tr>
<tr>
<td>New algorithm</td>
<td>6</td>
<td>14424</td>
<td>18782</td>
<td>21959</td>
</tr>
<tr>
<td>$F_{311} = F_{177147}$</td>
<td>4</td>
<td>9098</td>
<td>3532</td>
<td>4395</td>
</tr>
<tr>
<td>Old algorithm</td>
<td>5</td>
<td>8795</td>
<td>7233</td>
<td>7419</td>
</tr>
<tr>
<td>New algorithm</td>
<td>5</td>
<td>27028</td>
<td>27799</td>
<td>45041</td>
</tr>
<tr>
<td>New algorithm</td>
<td>6</td>
<td>26394</td>
<td>75352</td>
<td>83735</td>
</tr>
<tr>
<td>$F_{77} = F_{83543}$</td>
<td>4</td>
<td>25343</td>
<td>29519</td>
<td>38227</td>
</tr>
<tr>
<td>Old algorithm</td>
<td>5</td>
<td>24445</td>
<td>41676</td>
<td>63201</td>
</tr>
<tr>
<td>New algorithm</td>
<td>5</td>
<td>39366</td>
<td>183060</td>
<td>152127</td>
</tr>
<tr>
<td>New algorithm</td>
<td>5</td>
<td>37830</td>
<td>258485</td>
<td>283730</td>
</tr>
</tbody>
</table>

The arguments in subsection 4.2.2 as well as the heuristic result in [Die06] indicate that, at least for $q \rightarrow \infty$, applying the new algorithms instead of the old one means dropping the genus by one. The experiments show that this also holds from a practical point of view: the running times of the new algorithm for genus $g = 5, 6$ differ from those of the old algorithm for genus $g - 1$ only by a factor between 1.5 and 2.0 for $g = 5$ and between 1.7 and 1.9 for $g = 6$. This difference comes from the way relations are generated. The old algorithm only uses one plane model whereas the new algorithm varies the plane model and maps the factor base and large primes back and forth between these models.

Changing the plane model various times also has an effect on $F$. During the new algorithm the original factor base of size $\lceil q^{1-\frac{1}{g-2}} \rceil$ is increased by a factor of about 2.8 for $g = 5$ and 3.1 for $g = 6$. This also indicates
why we did not choose $\kappa$ considerably smaller than 1, because this meant a bigger increase of $F$ in each step. So the advantage of a smaller factor base at the beginning would be almost canceled during the process of relation generation. A bigger constant on the other hand would mean bigger matrices and hence the Lanczos algorithm would take considerably longer. It is also worth noting that the factor by which $F$ is increased is the same that we chose for $\kappa$ in the old algorithm if the genus is dropped by one. So the sizes of the sparse matrices $R'$ generated by the new algorithm are similar to those of the corresponding matrices $R$ created by the old algorithm.

On the other hand, we observed that matrices of type $R'$ had 3.1 to 3.5 times the density of matrices of type $R$ for which the genus is dropped by one. This can be explained by the more complicated way relations are generated in the new algorithm.

4.3.3 Further Observations

We note that the testing we did was primarily designed to check the behavior of the new algorithm in comparison to the old one. In particular we intended to show that the relation generation via different plane models and lines through singular points is practical. So far this could only be tested in full for curves which are generated by base change. Nevertheless we also did some testing of the relation generation step for fields of bigger characteristic as well and the corresponding results did not differ significantly from the ones above.

As expected for $q$ sufficiently large and $g = 5, 6$ in the considered cases the new algorithm never failed. So first of all there always existed enough linear systems $|\omega(-A - \varphi^{-1}(P))| \in W_d$ to create the graph of large prime relations as indicated by Brill-Noether theory. Secondly, the relations generated by different plane models in the way described above are sufficiently independent. However, in order to get matrices of appropriate rank we had to create them from slightly more relations than factor base elements. In fact, the Lanczos algorithm almost always succeed with matrices of size $(\# F + 10) \times \# F$. There is the rare possibility that a curve $C$ of genus 5 possesses a $g^1_3$. Following the discussion in [ACGH85, V] after Theorem 1.1 we see that in this case the $g^1_3$ is unique. Experimentally we rediscovered this $g^1_3$ in every plane model of $C$ by finding a singularity of multiplicity 3. In this case we got linearly dependent relations more often and hence had to generate more relations than usual. The old algorithm did not succeed with matrices of this size in some more cases. Twice we had to consider considerably more relations. The reason for this necessary adjustment is unclear to us.
The main difficulties while implementing the new algorithm were caused by the linear algebra step. The function ModularSolution specified for index calculus and relying on either structured Gaussian elimination or the Lanczos algorithm is available in Magma but failed to work reliably for large finite fields. The Gaussian elimination got extremely slow whenever the group order was prime, and often ModularSolution did not succeed independently from the chosen option. So we implemented the Lanczos algorithm based on [LO91] ourselves in Magma and in the C++ library LinBox. It turned out that Magma was about twice as fast multiplying dense vectors by sparse matrices and hence our implementation in Magma is considerably faster than our implementation in LinBox. So in order to get the results above we chose to use our Magma version of the Lanczos algorithm.

We also encountered failures in Magma in some other cases. Whenever there is a considerably large set of tuples initiated, ”for” loops are executed more slowly depending on the set’s size. However, when the set only consists of field elements or elements in an affine or projective space this was not the case. Hence we adjusted the implementation so that only sets of the above form are used to save the generated relations. Furthermore we got an error whenever we tried to check if a given divisor on a plane curve is principal. On the other hand a similar function worked fine for divisors of function fields. So in contrast to the Magma function IndexCalculus we decided to represent the input curve by the function field of a corresponding plane model and not by the plane model itself. Finally, in certain cases, we had to delete the vertex set of a given graph before ending the function as otherwise we got an internal error.

References


